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Foreword

ISO (the International Organization for Standardization) is a worldwide federation of national standards bodies
(ISO member bodies). The work of preparing International Standards is normally carried out through ISO
technical committees. Each member body interested in a subject for which a technical committee has been
established has the right to be represented on that committee. International organizations, governmental and
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Introduction

Optimizing the production, maintenance and extension of electronic lexical resources is one of the crucial
aspects impacting human language technologies (HLT) in general and natural language processing (NLP) in
particular, as well as human-oriented translation technologies. A second crucial aspect involves optimizing the
process leading to thelr |ntegrat|on in appllcatlons Lexical Markup Framework (LMF) |s an abstract
nal lexicons.
applications
ts, including

igal resources
4e resources,
'm extensive
globdl electronic resources. The ultimate goal of LMF is to create a modular, structure that will facilitate true
contgnt interoperability across all aspects of electronic lexical resources.

The LMF core package describes the basic hierarchy of information-of.a lexical entry, including information on
the fgrm. The core package is supplemented by various resources that are part of the definition of LMF. These

— gpecific data categories used by the variety of resource types associated with LMF, both those data
¢ategories relevant to the metamodel itself, and;those associated with the extensions|to the core

— the constraints governing the relationship~of these data categories to the metamoddl and to its
gxtensions;

tandard procedures for expressing.these categories and thus for anchoring them on the structural
keleton of LMF and relating them to’the respective extension models;

the vocabularies used by LMF to express related informational objects for describing how td extend LMF
through linkage to a variety) of specific resources (extensions) and methods for analysing and designing
such linked systems.

Extensions of the core package which are documented in the annexes of this International Standard include:

a) 1nachine readable dictionaries;

b) naturallanguage processing lexical resources.

LMF extensions are expressed in a framework that describes the reuse of the LMF core compongnts (such as
structures, data categories, and vocabularies) in conjunction with the additional components required for a
specific resource.

Types of individual instantiations of LMF can include such electronic lexical resources as fairly simple lexical
databases, NLP and machine-translation lexicons, as well as electronic monolingual, bilingual and multilingual
lexical databases. LMF provides general structures and mechanisms for analysing and designing new
electronic lexical resources, but LMF does not specify the structures, data constraints and vocabularies to be
used in the design of specific electronic lexical resources. LMF also provides mechanisms for analysing and
describing existing resources using a common descriptive framework. For the purpose of both designing new
lexical resources and describing existing lexical resources, LMF defines the conditions that allow the data
expressed in any one lexical resource to be mapped to the LMF framework, and thus provides an intermediate
format for lexical data exchange.

© 1SO 2008 — All rights reserved \
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INTERNATIONAL STANDARD 1ISO 24613:2008(E)

Language resource management — Lexical markup
framework (LMF)

1 $cope

This [International Standard describes the Lexical Markup Framework (LMF), a metamodel for|representing
data |n lexical databases used with monolingual and multilingual computer applications.

LMF |provides mechanisms that allow the development and integration of aryvariety of electronic lexical

resoyrce types2). These mechanisms will present existing lexicons as far as possible. If this i$ impossible,
problematic information will be identified and isolated.

2 Normative references
The following referenced documents are indispensable for +the application of this document. For dated
refergnces, only the edition cited applies. For undated references, the latest edition of the referenced
docupent (including any amendments) applies.

ISO 639 (all parts), Codes for the representation of mames of languages

ISO 1087-1, Terminology work — Vocabulary <~Part 1: Theory and application
ISO 1087-2, Terminology work — Vocabulary — Part 2: Computer applications

ISO 12620, Terminology and other\content and language resources — Data categories — Splecification of
data fategories and managemerit of a Data Category Registry for language resources 3)

ISO 15924, Information and documentation — Code for the representation of names of scripts

3 Terms and-definitions

For the purposes of this International Standard, the terms and definitions given in 1ISO 1087-1} 1SO 1087-2
and the following apply 4.

31
abbreviated form
form (3.14) resulting from the omission of any part of the full form (3.16) of the same lexeme (3.25)

2) LMF supports existing lexical resource models such as the Genelex [®!, the EAGLES International Standards for
Language Engineering (ISLE) [®! and Multilingual ISLE Lexical Entry (MILE) models [6].

3) To be published. (Revision of ISO 12620:1999)

4) 1t is worth noting that we have purposely avoided defining and using highly controversial terms such as “word”,

” o« » o«

“morpheme”, “base”, “fusion”, “ergative”, “paradigm”, and “collocation”.

© 1SO 2008 — All rights reserved 1
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3.2
adjunct
non-essentia
EXAMPLE
NOTE

3.3
affix

| element associated with a verb as opposed to syntactic arguments (3.43)

Alfred (syntactic argument) reads a book (syntactic argument) today (adjunct).

Adverbs are possible adjuncts for a sentence.

bound morph (3.8) that may contribute to a form (3.14) and participates in the process of inflection (3.20),

agglutinatio

NOTE Af
(combination g

34
affixation
process in w

3.5

agglutination

process in w

3.6

agglutinated
word form (
language (3

3.7

n (3.5), derivation (3.12) or compaosition (3.9)

f prefix and suffix).

nich an affix (3.3) is added to a lemma (3.24) or a stem (3.40)

nich an agglutinated form (3.6) is made up

form
B.47) that a lexeme (3.25) can take when used in a seftence or a phrase within an agglutin
7)

agglutinating language

language wh
consist of mg

EXAMPLE

3.8
bound morg
morph that g

3.9
compositiol

compounding

lexeme (3.2
formed by ag

ere the different word forms (3.47) of the'same lexeme (3.25) exhibit a variation and tha
re than one morph (3.31) but the boundaries between morphs are always clear-cut

Korean, Japanese, Hungarian and .Turkish are agglutinating languages (6],

h
ppears only togetherwith one or several other morphs (3.31)

b) formation in which a new lexeme [associated with its part of speech (3.37) informati
joining-at least two lexemes, in their original forms (3.14) or with slight transformations

mposition should not be confused with agglutination and derivation, where bound morphs are added

fixes function as prefixes (pre-positioned), suffixes (post-positioned), infixes (inserted) and~circufnfixes

lating

may

bN] is

o free

NOTE C
ones.

3.10
compound

lexeme (3.25) associated with part of speech (3.37) information that is built from two or more lexemes

3.11

compound form
form (3.14) resulting from a composition (3.9)

© 1SO 2008 — All rights reserved
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3.12

derivation

change in the forms (3.14) of a lexeme (3.25) to create a new lexeme, usually by modifying the stem (3.40)
or by affixation (3.4)

NOTE Sometimes derivation signals a change in part of speech, such as nation to nationalize. Sometimes the part of
speech remains the same as in nationalization vs. denationalization.

3.13
derived form
form (3.14) resulting from a derivation (3.12)

3.14
form
sequence of morphs (3.31)

3.15
free morph
morph (3.31) that may stand by itself

EXAMPLE The English noun boy.

3.16
full form
complete representation of a lexeme (3.25) for which there is an\abbreviated form (3.6)

3.17
grammatical feature
property associated to the inflected (3.19), agglutinated (3.6), compound (3.11) or derived form (3.13) that
describes the grammatical attribute of the form

NOTH An example of a grammatical feature ‘is: /grammatical gender/. (Following the convention gdopted in the
revisipn of ISO 12620, the slashes are used in.order to delimit data category values.)

3.18

graph
minimal unit in a written language including letters, pictograms, ideograms, numerals and punctugtions

3.19
infle¢ted form
word form (3.47) thata’lexeme (3.25) can take when used in a sentence or a phrase within ar] inflectional
languyiage (3.21)

3.20
inflegtion
procgssin which an inflected form (3.19) is made up

3.21

inflectional language

inflecting language

language where the different word forms (3.47) of the same lexeme (3.25) exhibit a variation and where
there is no clear-cut boundary between morphs (3.31) in that morphs are generally fused together to yield a
single, non-segmentable form (3.14)

EXAMPLE Spanish, Italian, French and English are inflectional languages (6],
3.22

interlingua
abstract intermediary language used in the machine translation of human languages

© 1SO 2008 — All rights reserved 3
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3.23
isolating language
language where the vast majority of morphs (3.31) are free morphs (3.15)

EXAMPLE Chinese is an isolating language.

3.24

lemma

lemmatized form

canonical form

conventional form (3.14) chosen to represent a lexeme (3.25)

EXAMPLE In European languages, the lemma is usually the /singular/ if there is a variation in /numbef/, the
/masculine/ fofm if there is a variation in /gender/ and the /infinitive/ for all verbs. In some languages, certain;noufs are
defective in the singular form, in which case, the /plural/ is chosen. In Arabic, for a verb, the lemma is usually cons{dered
as being the third person singular with the accomplished aspect.

3.25
lexeme
abstract unit lgenerally associated with a set of forms (3.14) sharing a common meaning

3.26
lexical entry
container forl[managing one or several forms (3.14) and possibly one or several meanings in order to degcribe
a lexeme (3.25)

3.27
lexical resouyrrce

lexical databpase

database consisting of one or several lexicons (3.28)

3.28
lexicon
resource comprising lexical entries (3.26) for agiven language

NOTE A ppecial language lexicon or a lexicon prepared for a specific NLP application can comprise a specific gubset
of language.

3.29
machine regdable dictionary
MRD
electronic lexical resource,(3:27) designed to be consulted by human beings

NOTE Higtorically, IMRDs were first computer representations of “printed” dictionaries, that's why they are [called
machine readgble nows

3.30
machine transtatiomtexicon
electronic lexical resource (3.27) in which the individual lexical entries (3.26) contain equivalents in two or
more languages together with morphological, syntactic and/or semantic information to facilitate automatic or
semi-automatic processing of lexemes (3.25) during machine translation

3.31
morph
sequence of graphs (3.18) or sequence of phones (3.38)

EXAMPLE The word boys consists of two morphs: boy and s.

4 © 1SO 2008 — All rights reserved
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3.32

morphological pattern

set of associations and/or operations that build the various forms of a lexeme (3.25), possibly by
inflection (3.20), agglutination (3.5), composition (3.9) or derivation (3.12), depending on the language

NOTE A morphological pattern is not the explicit list of inflected forms. It usually references a prototypical class of
inflectional forms, e.g. ring, as per sing.

3.33
morphology
description of the structure and formation of forms (3.14)

3.34
multiword expression
MWE
lexeme (3.25) made up of a sequence of two or more lexemes that has properties ,that'are nqt predictable
from the properties of the individual lexemes or their normal mode of combination

NOTH An MWE can be a compound, a fragment of a sentence, or a sentence. The group of lexemes| making up an
MWE|can be continuous or discontinuous. It is not always possible to mark an MWE with“a part of speech.

EXAMPLE “To kick the bucket”, which means to die rather than to hit a bucket with one's foot.

3.35
natural language processing
NLP
field ¢overing knowledge and techniques involved in the preeessing of linguistic data by a computer

3.36
orthggraphy
way of spelling or writing lexemes (3.25) that conforms to a conventionalized use

NOTH Aside from standardized spellings.of-alphabetical languages, such as standard UK or US Engligh, or reformed
Germpn spelling, there can be variations~such as transliterations of languages in non-native scripts| stenographic
renderings, or representations in the International Phonetic Alphabet. In this regard, orthographic informatfon in a lexical
entry pan describe a kind of transformatien applied to the form that is the object of the entry.

3.37
part pf speech

lexical category

word|class

catedory assigned t0.a'lexeme (3.25) based on its grammatical properties

NOTEH TypicCal'parts of speech for European languages include: noun, verb, adjective, adverb, preposition, etc.

3.38
phone
minintatunitinthe—sound Dybtclll ofatar guage

3.39

script

set of graphic characters used for the written form (3.14) of one or more languages
[ISO/IEC 10646:2003, definition 4.37]

NOTE The description of scripts ranges from a high level classification such as hieroglyphic or syllabic writing
systems vs. alphabets to a more precise classification like Roman vs. Cyrillic. Scripts are defined by a list of values taken
from ISO 15924.

EXAMPLE Hiragana, Katakana, Latin and Cyrillic.

© 1SO 2008 — All rights reserved 5
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3.40

stem

sequence of morphs (3.31) that is smaller than or equal to the form (3.14) of a single lexeme (3.25) and that
may be affected by an inflectional (3.20), agglutinative (3.5), compositional (3.9) or derivation (3.12)
process

3.41

subcategorization frame
valence

valency

set of restrictions on a lexeme (3.25) indicating the properties of the syntactic arguments (3.43) that can or
must occur with-this-giventexeme

3.42
support verb
verb that mgkes a generic semantic contribution to the context and that combines with ajnoun to fgrm a
lexeme (3.21

~

EXAMPLE take an exam or give an exam. In these examples, take and give have only limited inherent mganing
based on thein semantics, but rather are used in a conventional, generic way to express a colloeational conceptualizgtion.

3.43
syntactic argument
one of the egsential and functional elements in a clause that identifies th€) participants in the process referred
to by a verb

EXAMPLE Alfred (syntactic argument) reads a book (syntactic argumeént) today (adjunct).

3.44
transcription
form (3.14) fesulting from a coherent method of writing down speech sounds, to include converting sgeech
sounds descfibed in one writing system to an equivalent representation of the same speech sounds desdribed
in another wiliting system

3.45
transliteration
form (3.14) resulting from the conversion of one writing system into another, usually through a one t¢ one
correspondepce between characters

3.46
variant
one of the allernative forms.(3.14) of a lexeme (3.25)

3.47
word form
form (3.14) trat alexeme (3.25) takes when used in a sentence or a phrase

4 Key standards used by LMF

4.1 Unicode

LMF is Unicode compliant and presumes that all data are represented using Unicode character encodings.

4.2 Language coding
Language identifiers used in LMF-compliant resources shall conform to criteria specified in the ISO 639 family

of standards. Some issues involving the combination of language and country codes, as well as the
coordination of different parts of ISO 639 have been addressed in external standards supported by the

6 © 1SO 2008 — All rights reserved


https://standardsiso.com/api/?name=8a2f584e4b165fb3b98016aedf1b27cc

ISO 24613:2008(E)

technology community. It is recommended that users consult the current edition of IETF Best Common
Practices (BCP) 47, Tags for the Identification of Languages in order to resolve issues involving choosing and
matching identifiers for use in electronic environments [1].

4.3 Script Coding

When the script code is not part of the language identifier, script identifiers shall conform to criteria specified in
ISO 15924,

4.4 1S0O 12620 Data Category Registry (DCR)

The gesigners of an LMF conformant lexicon shall use data categories from the 1SO 12620cData Category
Registry (DCR) located at www.isocat.org.

4.5 | Unified Modeling Language (UML)

LMF jcomplies with the specifications and modeling principles of UML as defined|by the Object Management
Group (OMG) [2l. LMF uses a subset of UML that is relevant for linguistic descfiption.

5 The LMF model

5.1 | Introduction

LMF models are represented by UML classes, associations’among the classes, and a set of ISQ 12620 data
catedories that function as UML attribute-value pairs.~“The data categories are used to adgrn the UML
diagrbms that provide a high level view of the model.-.LMF specifications in the form of textual dedcriptions that
describe the semantics of the modeling elements provide more complete information about classes,
relatipnships, and extensions than can be included in UML diagrams.

In this process, lexicon developers shall.use the classes that are specified in the LMF core pgckage (5.2).
Additjonally, developers can optionally. use classes that are defined in the LMF extensions (see relevant

annekes). Developers shall defineqa data category selection (DCS) as specified for LMF dgta category
selegtion procedures (5.4).

5.2 | LMF core package

The LMF core packagé-is'a metamodel that provides a flexible basis for building LMF models angl extensions,
see Higure 1.

5.2.1| Lexical Resource class

Lexidal Resource is a class representing the entire resource. Lexical Resource occurs once arld only once.
The Lexical Resource instance is a container for one or more lexicons.

5.2.2 Global Information class

Global Information is a class representing administrative information and other general attributes. There is an
aggregation relationship between the Lexical Resource class and the Global Information class in that the latter
describes the administrative information and general attributes of the entire resource. The Global Information
class does not allow subclasses.

The Global Information instance must contain at least the following attribute:

— /language coding/ This attribute specifies which standard is used in order to code the language
names within the whole Lexical Resource instance.

© 1SO 2008 — All rights reserved 7
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The Global Information instance may contain the following attributes:

— [script coding/ This attribute specifies which standard is used in order to code the script names
within the whole Lexical Resource instance;

— [character coding/ This attribute specifies which Unicode version is used within the whole Lexical
Resource instance.

NOTE Other standard related precisions may be specified on the Global Information instance.

~T 7 PR
Gtobatinformation texicatResource

1.*

Lexicon

1.7

Form |- [l exical Entry

0.* 0.. 0.*
c Sense

Form Representation

L o

Representation |. Definition

VT . )

Text Representation |, *

= Statement

Figure 1 — LMF core package

5.2.3 Lexicon class

Lexicon is a class containing all the lexical entries of a given language within the entire resource. A Lexicon
instance must contain at least one lexical entry. The Lexicon class does not allow subclasses.

8 © 1SO 2008 — All rights reserved
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5.2.4 Lexical Entry class

Lexical Entry is a class representing a lexeme in a given language. The Lexical Entry is a container for
managing the Form and Sense classes. Therefore, the Lexical Entry manages the relationship between the
forms and their related senses. A Lexical Entry instance can contain one to many different forms, and can
have from zero to many different senses. The Lexical Entry class does not allow subclasses.

5.2.5 Form class

Form class is an abstract class representing a lexeme, a morphological variant of a lexeme or a morph. The
Form class manages one or more orthographical variants of the abstract Form as well as data categories that
desciibe the attributes of the word form (e.g. lemma, pronunciation, syllabitication). The Form]class allows
subclasses.

5.2.6| Form Representation class

ore than one
Form as well

Form
varia

Representation is a class representing one variant orthography of a Form. When there is m
nt orthography, the Form Representation class contains a Unicode string-representing the

as, if

5.2.7

Repr
valusg

needed, the unique attribute-value pairs that describe the specific language, script, and orth

Representation class

bsentation is an abstract class representing a Unicode string’as well as, if needed, the uni
pairs that describe the specific language, script, and orthography. The Representation

bgraphy.

ue attribute-
class allows

subclasses.

5.2.8| Sense class

5. The Sense
sense of the

Sens
class|
samg

e is a class representing one meaning of a lexical entry. The Sense class allows subclasse
also allows for hierarchical senses in that’one sense may be more specific than another
lexical entry.

5.2.9| Definition class

Defin
their
progf
with

langu
one f

s to facilitate
by computer
e associated
pre than one
Cript than the

ition is a class representing aynarrative description of a sense. It is displayed for human use
understanding of the meaning of a Lexical Entry and is not meant to be processable

ams. A Sense instancecan have zero to many definitions. Each Definition instance may b
vero to many Text.Representation instances in order to manage the text definition in m
age or script. The“narrative description can be expressed in a different language and/or s
pr the LexicalEntry instance.

EXAMPLE

In‘a Lexical Entry for abbess, the narrative description may be woman who is in charge of g4 convent.

5.2.1p Statement class

Statement is a class representing a narrative description and refines or complements Definition. A Definition
instance can have zero to many Statement instances.

NOTE A full example is given in WordNet context in Annex H.

5.2.11 Text Representation class

Text Representation is a class representing one textual content of Definition or Statement. When there is
more than one variant orthography, the Text Representation class contains a Unicode string representing the
textual content as well as the unique attribute-value pairs that describe the specific language, script, and
orthography.
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EXAMPLE In a Bambara lexicon, a given lexical entry may be associated with one definition that is expressed in
Bambara for native speakers and in French for French speakers that are learning Bambara. The Definition instance will
thus have two Text Representation instances, each with a specific narrative content and an attribute-value pair for the
language information.

5.3 LMF extension use

All extensions conform to the LMF core package in the sense that each extension is anchored in a subset of
the core package classes. An extension cannot be used to represent lexical data independently of the core
package. Depending on the kind of linguistic data involved, an extension can depend on another extension.
From the point of view of UML, an extension is a UML package. The dependencies of the various extensions
are specifiedrir-Fgure2-

|
Core Package
e -
— — — | Constraint Expression
% T
| - 4 5 ) i
Morphology \ o
3 o
'.\ ~
T
T T T
\ \&§
I I I NLP Syntax
I I I s — NLP Semantic
| | | | -
5 | |
NLP Morphological Pattern | | \ = G
| b
| MRD N /
*, f
| AN r
[ R \ ,
" /
I % /
NLP MWE Pattern NLP Multilingual Notations

Figure 2 — Depéndencies between the LMF core and extension packages
Additional eXtensions may.be)developed over time. A new extension may either be based on the LMH core
package itsglf or on an._existing extension to the core package, or may be a combination of extension
mechanisms|from the«ore package and existing extensions.

The extension mechanisms include:

— the creation of subciasses based on UM modeling principies;

— the addition of new classes;

— constraints on the cardinality and type of associations;

— specification of different anchor points for associations;

— data category selections (DCSs).

The current LMF extensions are described in Annexes A, B, C,D, E, F, G, H, |, J, K, L, M, N, O and P of this

International Standard. Annexes A, C, E, G, |, K, M and O form an integral part of this International Standard.
Creators of lexicons should select the subsets of these possible extensions that are relevant to their needs.
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LMF data category selection procedures

LMF Attributes

UML models such as LMF are adorned or further described by UML attributes, which provide information
about specific properties or characteristics associated with the model. All LMF attributes are complex data
categories. For a given class, all attributes are different. Each value of an attribute is either a simple data
category or a Unicode string. Each attribute has only one value.

5.4.2

Data Category Registry (DCR)

The
Refe
their

5.4.3

In the

in the field of language resources. A DCS can also list and describe the.set of data categorie

used
spec

5.4.4

Lexig

that gre not available in the DCR. This supplemental set(of'data categories shall be registered

Regis

5.4.5

When two LMF conformant lexicons are based on two different DCSs, comparison of the DCS in

provi
what
to m4

PData Category Registry (DCR) is a set of data category specifications defined by ISO
ences [18], [19] and [20]. The designers of any specific LMF lexicon shall rely on the DERW
bwn data category selection.

Data Category Selection (DCS)

in a given LMF lexicon. The DCS also describes constraints on how, the data categories a
fic classes.

User-defined data categories
on creators can define a set of new data categories to.cover data category concepts that are

tration Authority and managed in conformance wjth 1SO 12620.

Lexicon comparison

Hes a framework for identifying what information can be exchanged between one format and
will be lost during a conversion. When LMF is used to describe an existing resource, it will
p the existing resource to corresponding data categories in the DCR.

12620. See
hen creating

that can be
e mapped to

broadest sense, a data category selection can comprise all the data categories used by a Tiven domain

needed and
vith the DCR

each lexicon
the other, or
be necessary

©I1SO

2008 — Al rights reserved
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5.5 LMF process

LMF shall be used according to the following steps.

— Step 1: Define an LMF conformant lexicon

— Step 2: Populate this lexicon

An LMF conformant lexicon is defined as the combination of an LMF core package, zero to many lexical

extensions and a set of data categories. The combination of all these elements is described in the following
UML activity diagram, see Figure 3.

| LMF Core Package | | Data Category Registry H Register H User -defined Data Categories

| LMF Lexical Extensions |

( Select ) ( Build a Data Category Selection )

| Selected LMF Lexical Extensions | | Data Category Selection

| LMF conformant lexicon |

Figure 3 — LMF process
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Morphology extension

The purpose of the morphology extension is to provide the mechanisms to support the-de

lexicons that have an extensional description of the morphology of lexical entries.

EXAMPLE

NOTEH
pattems).

elopment of

When applied to an inflectional language, "extensional” means that all inflected’ forms wjll be explicitly
descr|bed within one Lexicon instance.

The mechanisms for an intensional description of the morphology are specified in Annex K (on|morphological

A.2 |Class diagram

The morphology extension is organized as described in Figure AX1.

Lexicon

‘f

<=>| Lexical Entry

i>——{List Of Components

0..1

=~ 1
<
0 0..* T 2.* {ordered}
1 0.* . Component
Lemma 0.
o ser\‘se_o_,
O™ 0. 0.7
Word Form \ Form 9 Related Form
{ordered}
0..* 0..*
L Stem Form Representation

© 1SO 2008 — All rights reserved

Figure A.1 — Morphology class model
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A.3 Description of morphology model

The morphology model manages two categories of Form subclasses: Form subclasses that represent sets of
grammatical variants that make up the abstract lexeme, and Form subclasses that can be related to a form in
another Lexical Entry instance. The former classes include the Lemma, Word Form, and Stem. The latter

classes inclu

de the Related Form. The Lexical Entry is constrained on the Part of Speech.

A.3.1 Form subclasses

A3.11 Le

Lemma is a
The Lemma

inherited fror
or MWE, e.g
language fan

A3.1.2 Wec

Word Form
phrase. So,

mma class

Form subclass representing a word form chosen by convention to designate the Lexical-/
Class is in a one to one aggregate association with the Lexical Entry that overrides the-multi
n the Form class. The lemma is usually equivalent to one of the inflected forms, the root or
. compound, idiomatic phrase. The convention for selecting the lemma can vary_by lang
hily, or editorial choice.

brd Form class

s a Form subclass representing a form that a lexeme can take when used in a sentence
Vord Form class can manage simple lexemes, compounds and multi-word expressions.

A.3.1.3 Stem class

Stem is a Fd

Stem is orde

A3.1.4 Re

Related Forn

ed. So, Stem class manages the sub-lexeme parts;

lated Form class

0 is a Form subclass representing a word form or a morph that can be related to the Lexical

in one of a variety of ways (e.g. derivation, root). The'Related Form can be typed. There is no assumptio

the Related §

Form is associated with the Sense Class in the Lexical Entry.

A.3.2 List Of Components class
List Of Components is a class represénting the aggregative aspect of a multiword expression. The L
Components| class is in a zeroCor-one aggregate relationship with the Lexical Entry class. Each L

Components

The mechar

components

Pattern and |

A.3.3 Com

instance should hiave at least two components.
ism can alse. be applied recursively, that is a multiword expression may be compris

MWE Pattern packages.

Entry.
licity
5tem,
lage,

or a

rm subclass representing a morph. The aggregation association between a Lexical Entry and a

Entry
n that

st Of
st Of

bd of

that are themselves multiword expressions. List Of Components class is used in Morphological

ponent class

Component is a class representing a reference to a lexical entry for each lexical component aggregated in a
List Of Components class.

14
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Morphology examples
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This extension provides examples of how to develop models for MRD and NLP Morphology lexicgns.

B.2 |[Example of class adornment

Clasges may be adorned with the following attributes:

Class name

Example of attributes

Comment

Lemma writtenForm /writtenForm/ and /phoneticForm/ takg Unicode
phoneticForm strings\as values.
geographicalVariant
scheme

Word Form writtenForm When /writtenForm/ is valued as “kittep”,
phoneticForm /hyphenation/ will be valued as “kit ter]”.
hyphenation

grammaticalNumber,
grammaticalGender
grammaticalTehse
person

/grammaticalNumber may be valued Ry /plural/ for

Related Form

writtenForm
phoneticForm

type

Component Form

List f Components

© 1SO 2008 — All rights reserved
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B.3 Example of lexeme description

B.3.1 Example of a simple morphology

In the following example, the lexical entry is associated with a lemma clergyman and two inflected forms
clergyman and clergymen. The language coding is set for the whole lexical resource using 1SO 639-3 as

described in Figure B.19).

! Global Information ! Lexical Resource

lBnguageCoding =" 150 639-3" |

: Lexicon

language ="eng"

: Lemma : Lexical Entry
werittenF orm = "clergyman® panOfSpeech = "commontoun”
: Word Form *Word Form
wtittenFarm ="clergyman” wijttenForm = "clergyrmen”
grammaticalMumber ="singular grammaticalMumber = "plural®

Figure B.1 — Instance diagram for a simple example
The same ddta can be expressed by the following XML fragment:

<LexicalRes¢urce dtdVersion="16">
<Globallnformation>
<feat at]="languageCoding" val="IS0O\639-3"/>
</Globallnformation>
<Lexicon>
<feat atj="language" val="eng}/>
<LexicalEntry>
<feat|att="partOfSpeech" val="commonNoun"/>
<Lenmma>
<fgat att="writtenForm" val="clergyman"/>
</Lemma>
<WorndForm>
<fpat-att="writtenForm" val="clergyman"/>
<fbdt att—"yl =LLLLL |atiuaiNUI 1 IIL-JUI - Vd:-“bil IHU:GI "ll
</WordForm>
<WordForm>
<feat att="writtenForm" val="clergymen"/>
<feat att="grammaticalNumber" val="plural"/>
</WordForm>
</LexicalEntry>
</Lexicon>
</LexicalResource>

5) In order to make this figure easier to read, shaded box outlines are used for the instances of the classes defined in the
current package. The box outlines of the instances of the classes defined in another package are not shaded.
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It is also possible to specify the type of Word Form by adding a specific attribute /exicalType as in the

following instance diagram, see Figure B.2.

: Lexicon

language ="eng"

: Lemimia

writtenF arm = "clergyman”

: Lexical Entry

pantdfSpeach ="commanfoun”

: Word Form

: Word Form

writtenForm = "clergyman®
grammaticaltumber = "singular”
lexicalType = "inflection”

writtenF orm = "clergymen”
grammaticaltMumber="plurgl"
lexicalType =V'iAflection”

B.3.2 Example of regional variants

7

Figure B.2 — Highly specified Word Form-example

Regidnal variants can be modeled in English using the FofmJRepresentation class, with a shgred phonetic

form pttribute, as shown in Figure B.3.

: Lemma

phoneticForm = "kAg"
I
: Form Representation

writtenForm ="color"
geographicalvVariant="Us"

: Lexical Entry

v | partOfSpeech ="commonhoun”

= Word Form

grammaticalMumber="singular"
phoneticForm = "kAla"

: Form Representation

: Form Representation

writtenForm ="colaur"
geographicalvVariant = "LIK"

writtenForm ="caolor
geographicalVariant= "Us"

: Form Representation
writtenForm ="colour”
geographicalVariant="UK"

= Word Form

grammaticalMumber="plur
phoneticForm ="lkA\laz"

: Form Representation

writtenForm ="calors"

geographicalvariant = "US"

: Form Representation

writtenForm="colours"
geographicalVariant="UK

Figure B.3 — Example of regional variants using Form Representation

© 1SO 2008 — All rights reserved
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B.3.3 Example of multiple scripts and orthographies

In the following example, the lexical entry is associated with a lemma with three different ways to express the
word form [22]. The lexical entry is associated with an inflected form that also has three different ways to

express the word form, as follows in Figure B.4.

It is worth no
Arabic pointg
Arabic unpoi

18

: Global Information

languageCoding ="I150 639-3"
scriptCoding="15015924"

: Lexicon

language ="ara"

: Lexical Entry :Word Form
partQfspeech ="verh" grammaticalTense = "perfect”
person="3"

:Lemma

: Form Representation

i

(5]

[u]l

ittenF orrm = "eas"

ript="Arak"
hographyMame = "arahicPointed"

i

grammaticalMumber="singula
grammaticalGender = "feminineg"

: Form Representation

: Form Representation

wiritte nF orrm = "EuEs

script="Arah"
orthographyMame = "a@kbicPointed”

writtenForm = "o
script="Arak"

orthographyMame = "arabicUnpainted"

: Foroi Representation

: Form Representation

wirittenF orms "o
script = tAab”
orthographyMame = "arahiclnpointed”

writtenForm = "kataba"
script="Latn"

: Form Representation

writtenForm = "katabat’
script="Latn"

Figure B.4 — Example’of multiple scripts and orthographies

ting that this strategy iSnot the only possible option in Arabic. Another strategy is to describ
d script forms in thé-fexicon and to provide an external mechanism to compute automatical
hted script forms_and transliterations. In this case, Form Representation instances are not ne

e the
y the
eded.
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The number of Form Representation instances may be more important in Japanese where four kinds of
writing systems co-exist and combine: hiragana, katakana, kanji and their romanization. A set of variants with
the same script name may be combined as in the following example representing curly hair, see Figure B.5.

: Lexical Entry
partOfSpeech ="noun"

: Lemma

: Form Representation
writtenForm =" & | 4117
script="Hira"

: Form Representation

writtenForm =" L¢"
script="Hani"

: Form Representation

: Form Representation

: Form Representation

writtenF orm = "tidirege"
script="Latn"
arthographyMame = {japaneses)

i

: Form Representgation

writtenForm = "§§ 1"

e i writtenF orm = "tizirg g€

script="Latn"
arthographyMames "kureiStyle"

writtenForm ="+ 7L %"
script="Kana"

: Form Representation
writtenFarm =" & 1> f1 "
script="Hani"

: Form Representation
writtenFormie "chijirege”
script = "Latn"
arthodraphyMame = "hephurnStyle"

Figure B.5 — Example of multiple scripts orthographies and variants

B.3.% Example in Chinese

Chingse is an isolating language. Over the years,~the Chinese writing system has changed. The movement to
simplify the Chinese writing system originated:in’' the 1890s and was extended in the 1950s. THe strategy of
simplification involves a reduction in the number of strokes of commonly used characters. And at|{the moment,
the two variants are in use. According to-1SO 15924, the script code is Hans for the simplified variant and Hant
for th traditional variant.

The following example shows a situation where two different traditional forms are equivalent t¢ one unique
simplified form. If the user wants 1o restrict the description to simplified forms, a single lemma is [sufficient, for
behayior on the stage and typhoon, as in the following diagram. The language and script information are
globdl to all lexical entriesythus these attributes are located on the Lexicon instance, see Figure B.6.

: Lexicon

language ="cmn"
script="Hans"

| : Sense

: Lexical Ent
wrienForm ="5 10" — :Sense

: Lemima

Figure B.6 — Example in simplified Chinese writing system
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But if the user wants to describe traditional forms, two Lexical Entry instances are required because there are
two distinct traditional forms and the meaning of each of these lexemes is different, see Figure B.7.

: Lexicon

language ="cmn"

script="Hant"
:Lexical Entry || : Sense ! Lexical Entry || : Sense
| |
: Lemima : Lemmia
writtenForm = "#= " writtenForm = "EafE"

Figure B.7 — Example in traditional Chinese writing system
It is worth nating that if the user wants to mix simplified and traditional forms in the“same lexicon, the kcript

attribute canpot be set to the Lexicon instance but must be set to each Form Representation instance,|as in
the previous Japanese example.

B.3.6 Example of Arabic root management

In this example, Arabic root is represented by a shared specific léxicalEntry instance. The verb kataba and
the noun maktabatun are both associated with the LexicalEntry instance ktb, see Figure B.8.

: Lexicon

language =" ara"

-~ —
/// u‘"""\-u_____\___
R
: Lexical Entry : Lexical Entry
paftofSpeech = "verh" : Related fow iHelsted|Form partOfSpeech = "cormmonkoun
scheme = "fa‘ala” type = "hasARoot! type = "hasARoot! scheme = "mafalatun’
:Lemma : Lexical Ent , :Lemma
witiftenF arm = "katabha type = "roat’ witittenF arm = "maktabatun
: Lemma

writtenFarm = "kih"

Figure B-:8—Exampleof-Arabic rootmanagement
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Annex C
(normative)

Machine readable dictionary extension

General objectives

The
store
acce

machine readable dictionary (MRD) extension provides a metamodel package for repre
i in machine readable dictionaries. The extension supports electronic machine readah
5s for both human use and machine processing. Since the MRD extension is based on t

senting data
le dictionary
ne LMF core

pack@ge and the morphological extension, it is designed to interchange data with other LMF extepsions where
appli¢able.
C.2 [MRD package
C.2.1 Objectives
The pbjectives of the MRD package are to provide monolingual and bi-lingual dictionary suppdrt for human
trans|ators, support enterprise systems covering multiple ‘languages and language families,| support the
prepgration of lexical data for use in NLP systems, and directly support NLP systems (e.g. lexical data for
namegd entity extraction).
C.2.2 Class diagram
The MIRD extension is organized as presented in Figure C.1.
Lemma N Lexical Entry
! 7
Word Form~——— 1 Form
Form Representation
0.1 0..* | Subject Field
Sense <=
0.7 (]
R - 0.* 0.*
epresentation Definition Equivalent Context
0
o |
Text Representation [ »
Figure C.1 — MRD class model
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C.2.3 Description of the MRD metamodel

The MRD metamodel is based on the NLP morphological extension with the following modifications.

The MRD package relaxes all constraints on the Related Form class. (For example, the Related Form

class can be typed or admit subclasses for the full range of word forms related to the Lexical Entry, e.g.
synonym, antonym, abbreviation.)

The package provides additional classes for the Sense class.

Certain classes of MRD, such as bilingual dictionaries, generally require a Sense class instantiation. Other

classes of M

C.2.4 Equi

In a bilingua
the Lemma
which allows

KD, such as orthograpnic dictionaries, may not require a Sense Class Instantiation.

valent class

MRD, the Equivalent class represents the translation equivalent of the wordform manag
Class. The Equivalent class is in a zero to many aggregate association with<the Sense
the lexicon developer to omit the Equivalent class from a monolingual dictionary.

C.2.5 Context class

The Contexf
managed by
and may be
the translatig

NOTE TH

C.2.6 Subj

Subject Fielq
class is in a
hierarchical 5
of the same

C.2.7 Text

Text Repreg
associated v
instance con
orthography.

NOTE Tq
aggregating cl

class represents a text string that provides authentic contéxt for the use of the word
the Lemma. The Context class is in a zero to many aggregate”association with the Sense
associated with zero to many Text Representation classes-which manage the representat
h equivalent in more than one script or orthography.

e context may use an inflected form of the Lemma.

bct Field class

is a class representing a text string that-provides domain or status information. The Subject
zero to many aggregate association-with the Sense class. The Subject Field class alloy
enses in that a Subject Field instance may be more specific than another Subject Field ins
exical entry.

Representation class

entation is a subclass of the Form Representation class. A Text Representation cla
ith the child classes of the Sense class, not the Lexical Entry. A Text Representation
fains a specific.orthography and one to many data categories that describe the attributes o

xt Representation instances can represent different languages and scripts within the scope
pSs’

bd by
Class,

form
class
on of

Field
s for
ance

Ss is
class
f that

f the
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Machine readable dictionary examples

D.1 MRD example

D.1.7

The

Example of a bilingual MRD with multiple representations

pxample of a bilingual MRD in Figure D.1 shows an entry containing the Arabiccword “kitdab” and two

equivalents in English, “book” (the most common meaning) and “credentials”. The transcriptions provide users
more] information about the pronunciation of the words and context than can be defived from the
In this example, the Word Form class provides information about the form and |pronunciation pf the Arabic
broken plural, which is an irregular inflection. The decision to include the Forin Representatioh class is an

edito

class|would not be necessary, see Figure D.1°).

:Lemma

- : Lexical Entry

ial choice determined by the goals of the lexicon developer. If thesgoeal were to produ
English MRD that contained only Arabic script for the Arabic word forms,£he inclusion of Form R

: Word Form

language ="ara"

: Form Representation

script="Arab"
wirittenF arm = "l

orthographyMame = "arabiclUnpointad”

partOfSpeech = "noun”

: Form Representation

script="Latn"
writtenF orm = "kitaah"

grammaticalMumber = "plural’
lexicalType = "inflection”
pluralType = "hrokenPlural’

rabic script.

an Arabic-
presentation

: Form Representation

script="Arab"
orthographyMame = "arabiclnpointe d|
wirittenF orm = "=

: Form Representation

script="Latn"
orthographyMame = "arabicPhonetic4”
writtenForm = "kutub"

: Equivalent

: Sense

: Sense

language ="eng"
writtenForm ="book"

—

senseNumber="1"

senseNumhber="2"

: Subject Field
lakbel ="diplomacy”

: Equivalent

: Context

language ="eng"
writtenForm ="credentials”

language ="ara"

: Text Representation

: Text Representation

orthographyMame = "arabicUnpointed”

orthographyMame = "arabicPhonetic4"

THpt="Arat
wirittenFarm = "alde 3 ol

Tttt
writtenForm = "kitaah al-iCtimaad"

Figure D.1 — Instantiation example for a bilingual MRD

6) In order to make this figure easier to read, shaded box outlines are used for the instances of the classes defined in the
current package. The box outlines of the instances of the classes defined in another package are not shaded.

© 1SO 2008 — All rights reserved
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Annex E

(normative)

NLP syntax extension

E.1 Objectives

The purpose] of this annex is to describe the properties of a lexeme when combined with other lexerme$ in a
sentence. When recorded in a lexicon, the syntactic properties make up the syntactic description of\a’Lexical

Entry instande.

This annex permits the description of specific syntactic properties of lexemes and does’"not expresgs the

general grammar of a language.

E.2 Class|/diagram

The NLP syntax extension is organized as described in Figure E.1.

Lexicon
0 ? 0
Lexical Entry|
0.* T \“*
Syntactic Behaviour 0." 0.* Sense
0. 0.*
0.1 0.
Lekeme Property Subcategorization Frame

0.4

) Subcategorization Frame Set

0:.1 ¥ 0.* [0.*
¥ 0.* 0.*
0..*
0.7 SynArgM
{ordered} ynArghlap
A
0 0..*
2
Syntactic Argument SynSemArgMap
1 0.
Described in Semantic pack%%
Figure E.1 — Syntactic model
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E.3 Description of the syntactic model

E.3.1 Syntactic Behaviour class

Syntactic Behaviour is a class representing one of the possible behaviours of a lexeme. The Syntactic
Behaviour instance is attached to the Lexical Entry instance and optionally to the Sense instance. The
presence in a given lexicon of one Syntactic Behaviour instance for a lexical entry means that this lexeme can
have this behaviour in the language of the lexicon.

Syntactic description is optional, so it is possible to describe morphology and semantics without any syntactic
description. Lexical Entry, Syntactic Behaviour and Sense instances form a triangle representing Morphology,
Syntgx and Semantics.

Deta
insta

ed description of the syntactic behaviour of a lexical entry is defined by the Subcategorikation Frame

1Ce.

E.3.2 Subcategorization Frame class

Subc
insta
A S
Subc
struc

EXAM
assod
subje

E.3.3

Lexe

ategorization Frame is a class representing one syntactic construction/ A Subcategoriz
nce is shared by all Lexical Entry instances that have the same syntactic-behaviour in the sa
ubcategorization Frame can inherit relationships and attributes from another m
ategorization Frame by means of a reflexive link. Therefore, divis possible to integrate &
ure of Subcategorization Frame instances.

PLE In a Lexical Entry for the ltalian verb amare, a Syntactic Behaviour instance may b{
iated with a Subcategorization Frame instance called regularSVOAvere. This latter instance describ
Ct, verb and object structure with a verb using the auxiliary avere.

b Lexeme Property class

me Property is a class representing the central node of the Subcategorization Frame and is

ation Frame
me language.
ore generic
hierarchical

e created and
es the regular

he class that

referg to the current Lexical Entry instancex:A Lexeme Property instance connected to a Subdategorization
Frame instance is shared by all the lexemes that have the same syntactic behaviour.

EXAMPLE In the Italian example, the ‘attribute auxiliary on the Lexeme Property instance may be set t¢ avere.
E.3.4 Syntactic Argument.class

Syntactic Argument is,a. class representing an argument of a given Subcategorization Frame| A Syntactic
Argument can be linked recursively to a Subcategorization Frame instance in order to deqcribe deeply
complex arguments.-Syntactic Argument allows the connection with a semantic argument by| means of a
SynSemArgMap'instance.

E.3.% Subcategorization Frame Set class

Subc fpgnrizqﬁnn Erame Set is a class rpprpqpnting a set of qynfar‘tir‘ constructions and possibly the

relationship between these constructions. A Subcategorization Frame Set can inherit relationships and
attributes from another more generic Subcategorization Frame Set by means of a reflexive link. Therefore, it is
possible to integrate a hierarchical structure of Subcategorization Frame Set instances.

A Subcategorization Frame Set groups various syntactic constructions that appear frequently for certain sets
of lexemes. The objective is to factorize syntactic descriptions and to maintain a minimum of syntactic
behaviour instances in the lexicon.

E.3.6 SynArgMap class

The SynArgMap is a class representing the relationship that maps various Syntactic Argument instances of
the same Subcategorization Frame Set instance.
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Annex F
(informative)

NLP syntax examples

F.1 Example of class adornment

Classes may| be adorned with the following attributes:
Class name Example of attributes Comment
Syntactic BeHaviour id
label
Subcategorizgtion Frame id
label
comment
Lexeme Propprty partOfSpeech The /position/ data category may specify the relative
mood position of the lexeme,in the sentence with respect to|the
voice syntactic arguments.
auxiliary
position
Syntactic Arghment syntacticFunction The /syntacticFunction/ data category may have valugs
syntacticConstituent like /subject/ or /object/. The /syntacticConstituent/ may
introducer havevalues like /NP/ or /PP/ for Noun Phrase and
label Prepositional Phrase respectively. The /introducer/ may
restriction specify the preposition that is required to introduce the
example /syntacticConstituent/.
Subcategorizgtion Frame id
Set label
comment
SynArgMap comment
F.2 Examples of lexeme description
F.2.1 Example in Italian
The examplg shown-invFigure F.1 is taken from the Parole/CLIPS lexicon [3]. In this example, only syntactic
structures arg used;and no semantic information is described. The syntactic construction being describefl is a
rather simpl¢ «construction in Itallan where both the subject and the d|rect object have the S|mple data
category property iliary

avere. A typical example of such a construction is G/ann/ ama Mar/a see F|gure F.1 7)

7) In order to make this figure easier to read, the instances of the classes defined in the current package have shaded
outlines. The outlines of the instances of the classes defined in another package are not shaded.

26

© 1SO 2008 — All rights reserved


https://standardsiso.com/api/?name=8a2f584e4b165fb3b98016aedf1b27cc

ISO 24613:2008(E)

: Lexical Entry 4| : Syntactic Behaviour

panofSpeech = "verh"
: Lemma
wirittenForm = "armare” : Subcategorization Frame
id ="regularsWOAvere"
_,_,--""_F —
: Lexeme Property | — B : Syntactic Argument
auxiliary = "avere" : syntacticFunction ="ohject’
position ="1" i Symtactic Argument syntacticConstituent = "MP"
c-.}mfnrﬁrﬁmrﬁnn = "cllhjnri"

syntacticCaonstituent ="MP"

Figure F.1 — Instance diagram in Italian
The game data can be expressed by the following XML fragment:

<Lex|calEntry>
<fe¢at att="partOfSpeech" val="verb"/>
<Lemma>
<feat att="writtenForm" val="amare"/>
</lemma>
<YyntacticBehaviour subcategorizationFrames="regularSVOAvere"/>
</LexicalEntry>
<SubcategorizationFrame id="regularSVOAvere">
<LpxemeProperty>
<feat att="auxiliary" val="avere"/>
<feat att="position" val="1"/>
</llexemeProperty>
<§yntacticArgument>
<feat att="syntacticFunction" val="supject"/>
<feat att="syntacticConstituent! val="NP"/>
</$yntacticArgument>
<YyntacticArgument>
<feat att="syntacticFunction" val="object"/>
<feat att="syntacticConstituent" val="NP"/>
</$yntacticArgument>
</SubcategorizationFrame>

F.2.2 Example(in English

In English,\it"is possible to use just one Subcategorization Frame Set for certain anticausatie verbs. For
exan|ple, boil in he boils a kettle of water and the kettle boils, thus this verb may be described |by means of

nnnnnn

| 0 avataetie-babaviae— 4 d-af 14 [« nho an Qi bhnotanael tioy [Cropna Ot ol i d
on y OTrC— S yrtattuC— oTTaviou, miStCal— U twO o0, Uy  UNnC—ouuCaltCyUnzataurT T 1amc—oCTITiStaricc IS requ're

as shown in Figure F.2.
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: Lexical Entry I : Synitactic Behaviour

pandfspeech = "werh"

: Lemma

: Subcateqorization Frame Set

Uy

ttenFarm = "hail" id =" anticausativeerbType1 "

RN

: Subcategorization Frame

: Subcategorization Frame

id ="regularsyo”

id = "regularsy"

: SynArgMap

: Syntactic Argument : Symitactic Argument

: Syntactic-Argument

o = "svynArge

syntacticFunction = "abject’
syntacticConstituent ="MNP"
id = "synArgy™

vhtacticFunction = "subject’
yitacticConstituent="MP"

syntacticFunction = "subject'
syntacticEonstituent = "NP"
id ="aynArg s

Figure F.2 — Instance diagram-in English

The same ddta can be expressed by the following XML fragment:

<LexicalEntr

>

<feat att="partOfSpeech" val="verb"/>

<Lemma>
<feat at
</Lemma3

="writtenForm" val="boil"/>

<SyntactigBehaviour subcategorizationfFrameSets="anticausativeVerbType1"/>

</LexicalEnt
<Subcategor

y>

zationFrameSet id= "anticausativeVerbType1"
subcategorizationFrames= "regularSVO regularSV">

<SynArgMap arg1="synArgY'.arg2="synArgZ"/>
</SubcategofizationFrameSét>

<Subcategor

zationFrametid="regularSVO">

<SyntactidArgumentid="synArgX">

<feat atj="syntactieFunction" val="subject"/>
<feat atj="syntacticConstituent" val="NP"/>
</SyntactiCArgument>

<Syntacti

Arcaument id="svnAraY">
7 J 7

<feat att="syntacticFunction" val="object"/>
<feat att="syntacticConstituent" val="NP"/>
</SyntacticArgument>
</SubcategorizationFrame>
<SubcategorizationFrame id="regularSV">
<SyntacticArgument id="synArgZ">
<feat att="syntacticFunction" val="subject"/>
<feat att="syntacticConstituent" val="NP"/>
</SyntacticArgument>
</SubcategorizationFrame>
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Annex G
(normative)

NLP semantics extension

G.1 Objectives

The purpose of this annex is to describe one sense and its relationship with other senses belclmging to the
samg language. Due to the intricate interactions between syntax and semantics in most languaggs, this annex
also |provides the connection to syntax. The linkage of senses belonging to different|languages will be
described using the multilingual notations annex.

G.2|Class diagram

The NLP semantics extension is organized as described in Figure G.1.

Lexical Entry| {eﬁ(e Relation
>\\
0.* 0.*
Described in syntactic anne 0.* o Sense Example
0.* 0.* - |
Sense o
Syntactic Behaviou ST | Monolingual Externgl Ref
* 0™
01 0. o

s ization F o1 / ”

ubcategorization Frame Predicative Re ntation

A\ Synset e
l g
Syntactic Argument 0. 0. 0..* -
y 1 0.* 0-
0..% 0.4 . Synset Relgtion
Semantic Argumen(‘ 0> Semantic Predicate 0.
N o *
0.7 (O N o 0. 0

. . : 0.* Definition
0.. 1 oNT 0. 0. | o. =
SynSemArgMap|* -Krgument Relation Predicate Relation

7o =
0.7 N
0. 0.~
SynSemCorrespondence Statement
0..1

l exicon

Figure G.1 — Semantic model

G.3 Connection with the core package

The Sense class is specified in the core package. The Sense class is aggregated in the Lexical Entry class.
Therefore, a Sense instance is not shared among two different Lexical Entry instances.
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G.4 Description of the semantic model

G.4.1 Syns

et class

Synset is a class representing the set of shared meanings within the same language. Synset links synonyms
forming a synonym set [8l. A Synset instance can link senses of different Lexical Entry instances with the

same part of

EXAMPLE
considered as

speech.

In WordNet 2.1 [7] the synset “12100067” groups together the meanings of oak and oak tree that are

synonymous.

G.4.2 Synget Relation class

Synset Rela

G.4.3 Seng

Sense Relat

G.4.4 Seng

Sense Exan
zero to many

EXAMPLE
Amnesty Inter|

G.4.5 Sem

Semantic Predicate is a class representing an abstract meaning together with its association wit

Semantic Ari
between diff
Entry instang
of a relation
instance.

EXAMPLE

Semantic Pre
what is bough

G.4.6 Pred

Predicative
Predicate clg

jcative Representation class

jon is a class representing the oriented relationship between Synset instances.

e Relation class

pn is a class representing the oriented relationship between Senses instances.

e Example class

ple is a class used to illustrate the particular meaning of a‘Sefse instance. A Sense can
examples.

In a Lexical Entry for the MWE non-governmental organization (NGO), a Sense Example mig
hational.

Antic Predicate class

hjument class. A Semantic Predicate.instance may be used to represent the common me
brent senses that are not necessarily fully synonymous. These senses may be linked to L
es whose parts of speech aredifferent. A Semantic Predicate instance may be typed by n
to one or many Synset instances. A Semantic Predicate instance pertains to a given Le

In a Lexical Entry jnstance for fo buy in the sense of “to get something by paying money for
Hicate instance might\be defined with two semantic arguments: one for the person who buys and o)
. Another Lexical-Entry instance could be recorded for buyer and linked to the same predicate [29],[30],

SSES.

have

ht be

n the
Bning
pxical
eans
xicon

it”, a
he for

Representation class is a class representing the link between the Sense and the Senpantic

EXAMPLE

and the predic

In the example given in the Semantic Predicate class subclause (G.4.5), the link between the sense of
the verb (i.e. to buy) and the predicate might be marked as master. The link between the sense of the noun (i.e. buyer)

ate might be marked for instance as agentiveNominalization.

G.4.7 Semantic Argument class

Semantic Argument is a class representing an argument of a given Semantic Predicate. A Semantic Argument
instance may be typed by means of a relation to one or many Synset instances.

EXAMPLE

30

In the example given in the Semantic Predicate class subclause (G.4.5), the predicate might have two
Semantic Argument instances: one for the person who buys and one for what is bought.
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G.4.8 Argument Relation class

Argument Relation is a class representing an oriented relationship between Semantic Argument instances of
the same Predicate instance.

G.4.9 SynSemArgMap class

SynSemArgMap is a class representing the links between a semantic argument and a syntactic argument.

G.4.10 SynSemCorrespondence class

SynSemCorrespondence is a class representing a set of SynSemArgMap instance$§for a given
Subcpategorization Frame instance.

G.4.11 Predicate Relation class

Predicate Relation is a class representing the oriented relationship between instances of Semantic Predicate.

G.4.12 Monolingual External Ref class

Monalingual External Ref is a class representing the relationship between a Sense or a Synset nstance and
an external system.

NOTH Guidelines for this class are given in Annex Q and in Reference [24].
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Annex H
(informative)

NLP semantic examples

H.1.1 Example of class adornment

Classes mayrbe-aderred fellowing-attributes
Class name Example of attributes Comment

Sense dating
style
frequency
animacy

Sense Relatign label Sense Relation class(issa multipurpose class|that

can be used to represent antonymy,
generic/specific of part of relationship.

Sense Example text For instance;a‘lexicon in the Bambara langufige
source (Bamanankari, bam) can contain examples
language expressed with standard orthography and

examples with tones added in order to permif
beginners to understand and pronounce the
example.

Semantic Predicate label
definition

Predicative Representation type For instance, a semantic derivation between p
comment sense of a noun and a sense of a verb can bg¢

linked to a shared predicate. In such a situatipn,
the Predicative Representation of the sense ¢f the
noun can be typed as /verbNominalization|/.

Semantic Argument semantjcRole
restrietion
Argument Relation
Semantic Tyge label
SynSemArgMap
SynSemCorrg¢spondence
Predicate Refation label
type
Synset label
source
Synset Relation label
type

Monolingual External Ref

externalSystem
externalReference

It is not the purpose of the semantic extension to
provide a complex knowledge organization
system, which ideally should be structured as one
or several external systems designed specifically
for that purpose. However, /externalSystem/ and
/externalReference/ are provided to refer
respectively to the name(s) of the external system
and to the specific relevant node in this given
external system.
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H.1.2 Examples of lexeme description

H.1.2.1 Simple example

The following English example presents two adjectives: visible and invisible that are considered to be
monosemous lexical entries for the purpose of the explanation. These two lexemes are linked at semantic
level by means of a Sense Relation instance in order to represent that visible is the contrary of invisible, see

Figure H.1 8).

:Lemma o : Lexical Entry :Lemma H : Lexical Entry
uerittenForm = Myisibhle padCfSneech = “adioctive” akittenE o = Minwisible! padOfSpeech = “adioctive”
:Sense : Sense Relation : Sense
id ="wisihle1" label ="antonyrmy” id = invisiblel”

Figure H.1 — Instance diagram for a simple example
The game data can be expressed by the following XML fragment:

<Lex|calEntry>
<feat att="partOfSpeech" val="adjective"/>
<Lemma>
<feat att="writtenForm" val="visible"/>
</lemma>
<Sense id="visible1">
<SenseRelation targets="invisible1">
<feat att="label" val="antonym"/>
</SenseRelation>
</$ense>
</LeyicalEntry>
<Lex|calEntry>
<feat att="partOfSpeech" val="adjective"/>
<Lemma>
<feat att="writtenForm" val="invisible"/>
</lemma>
<Sense id="invisible1"/>
</LeyicalEntry>

It is yorth noting._that there is no need for an XML tag in the reverse direction, that is from ‘finvisible1” to

“visible1” becadse this information is already specified from “visible1”.

8) In order to make this figure easier to read, shaded box outlines are used for the instances of the classes defined in the
current package. The box outlines of the instances of the classes defined in another package are not shaded.
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H.1.2.2 Example from Princeton WordNet 2.1

The following English example focuses on Synset instances. This example is taken from WordNet
version 2.1 [7] and presents two Synset instances: one for oak as a tree and one for oak as the wood of the
tree. Each WordNet's lex_id is used to identify a Sense instance. Each synset contains a narrative description
made of several parts. The first part is always a definition and the other parts are statements, often of
heterogeneous content. For instance, the synset “12100067” for oak has the definition “a deciduous tree of the
genus Quercus”. The second part is a narrative describing the properties of the oak: “has acorns and lobed
leaves”. The third part is a proverb “great oaks grow from little acorns". Within this International Standard, the
first part may give a Definition instance and the two last parts may give two Statement instances. The two
Synset instances are linked by a Synset Relation instance that is marked as substanceHolonym, see

Figure H.2.
: Lemma H : Lexical Entry : Lemma - : Lexical Entry
writtenForm ="oak panCfSpeach ="noun" wittenFarm = "oak" pantOfSpeech ="naun”
free"
:Sense :Sense tSense
id ="oak_treal" id="oakn" id="o0ak2"
: Synset : Synset-Relation : Synset
id="5512100067" —— lahel="sWhstanceHalonym" [— id="58512100739"
: Definition : Definition
text="a deciduous tree of the genus Quercus" text = "the hard durable wood of any oak"
: Statement : Statement
text =" has acarns and lohed leaves " text = "used especially for furniture and floaring”
: Statement
text = "great ogks grow from little acorns”
Figure H.2 — Instance diagram for the example taken from WordNet
The same ddta can be expressed by the following XML fragment:

<LexicalEntry>
<feat att="partOfSpeech" val="noun"/>
<Lemma>
<feat att="writtenForm" val="oak tree"/>
</Lemma>
<Sense id="oak_tree0" synset="SS12100067"/>
</LexicalEntry>
<LexicalEntry>
<feat att="partOfSpeech" val="noun"/>
<Lemma>
<feat att=writtenForm" val="oak"/>
</Lemma>
<Sense id="o0ak0" synset="SS12100067"/>
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<Sense id="o0ak2" synset="SS12100739"/>

</Lex

icalEntry>

<Synset id="12100067">

<D

efinition>

<feat att="text" val="a deciduous tree of the genus Quercus"/>
<Statement>

<feat att="text" val="has acorns and lobed leaves"/>

</Statement>
<Statement>

<feat att="text" val="great oaks grow from little acorns"/>

</Statement>

</Definitiop=

<§ynsetRelation targets="5S12100739"

</$ynsetRelation>

</Synpset>
<Synket id="SS12100739">
<Qefinition>
feat att="text" val="the hard durable wood of any oak"/>
Statement>
<feat att="text" val="used especially for furniture and flooring"/>
/Statement>
</Definition>
</Synpset>
H.1.2.3 Example from Dictionnaire Explicatif et Combinatoire (DEC)
The following French example focuses on Semantic Predicate instances and connection betws
and gemantic representations. This example presentsthe syntax of the sense Aider1 taken from

Expli
vous
you

Subc
exam
Bretq
syntg
sem3
partid
Subc
Argu
Figun

feat att="label" val="substanceHolonym"/>

catif et Combinatoire 411211, “Aider1” is linkedto the semantic argument: “X aide Y & Z-er pa
aidera par son intervention a surmonter ¢étte épreuve” (Literally: "X helps Y to Z by W”, i.e.
to overcome this ordeal by intervéning.”). This Lexical Entry instance vyields ei
ategorization Frame instances, but the’following figure supplies the representation for only
ples: “La Grande-Bretagne aide‘ses voisins” (“Great Britain helps its neighbors”) and
gne a aidé a créer 'ONU” (“Great Britain helped create the UN”), with a special focus on |
ctic and semantic representations. The two Subcategorization Frame instances are related
ntic predicate, which has’ its’ semantic arguments (X, Y, Z and W). They are shown to
ular Syntactic Argument instances in the different constructions of the verb. T
ategorizations Frandeinstances are not linked directly to the predicate, but a particu
ment in each Subcategorization Frame instance is linked to a particular Semantic Argument
e H.3.

ben syntactic
Dictionnaire
rW” as in “il
“He will help
ght  different
the first two
“La Grande-
nks between
0 a common
be related to
hat is, the
ar Syntactic
nstance, see
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:Lemma H : Lexical Ertry : Sense
writtenForm ="aider" partOfSpeech ="verh" id ="aider1"
=
//
: Syntactic Behaviour | | : Syntactic Behaviour |

: Predicative Representation

: Subcateqgorization Frame
id ="regulargwo" | : SynSemCorrespondence |
| T
2 : Syn aMap
: Syntactic Argument SemArgha

syntacticFunclion = "subject’ SYRIETHAEI AT LIS
et Lo semanticFeature = "3

: Semantic Predicate
label="¥ aider ¥ & Zer parw"

do ot
T

: SynSemArgMap

| Syntactic Argument : Semantic Argument

Y
i

acticFunction = "ohject”
acticConstituent="MP"

: Subcategorization Frame
id = "regularsyl”

syntacticF eature = "object
semanticFeature ="y"

: SynSemCorrespondence

: Syntactic Arqument

syhtacticFunction ="subject’
syntacticConstituent = "NP"

I

: SynSemArgMap
syntacticFeature ="subject’
semanticFeature ="'

lahel="¥"

: Semantic Argument
label="y"

: Semantic Argument
lahel="Z"

: Syntactic Argument

: SynSemArgMap

syntacticConstituent = "IP"

syntacticFunction = "infinitiveModifier”

syntacticFeature = "infinitiveModifer”
semanticFeature ="

: Semantic Arqument

introducer="a" label = "

Figure H.3 — Instance diagram for the‘example taken from the DEC
The same ddta can be expressed by the following XMLfragment:

<LexicalEntry>
<feat att="partOfSpeech" val="verb"/>
<Lemma>
<feat atj="writtenForm" val="aider"/>
</Lemma3
<Sense idfF"aider1">
<PredicptiveRepresentation predicate="P1"
corrpspondences="SVO_ XY SVI_XZ">
</Predig¢ativeRepresentation>
</Sense>
<SyntactigBehaviour, subcategorizationFrames="regularSVO"/>
<SyntactigBehaviour subcategorizationFrames="regularSVI"/>
</LexicalEntty>
<SynSemCofrespondence id="SVO XY">
<SynSemArgMap>
<feat att="syntacticFeature val="subject"/>
<feat att="semanticFeature val="X"/>
</SynSemArgMap>
<SynSemArgMap>
<feat att="syntacticFeature val="object"/>
<feat att="semanticFeature val="Y"/>
</SynSemArgMap>
</SynSemCorrespondence>
<SynSemCorrespondence id="SVI_XZ">
<SynSemArgMap>
<feat att="syntacticFeature val="subject"/>
<feat att="semanticFeature val="X"/>
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</SynSemArgMap>
<SynSemArgMap>
<feat att="syntacticFeature val=" infinitiveModifier "/>
<feat att="semanticFeature val="2"/>
</SynSemArgMap>
</SynSemCorrespondence>
<SubcategorizationFrame id="regularSVO">
<SyntacticArgument>
<feat att="syntacticFunction" val="subject"/>
<feat att="syntacticConstituent" val="NP"/>
</SyntacticArgument>
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< SyntacticArgument=

feat att="syntacticFunction" val="object"/>

feat att="syntacticConstituent" val="NP"/>
</$yntacticArgument>

</SubcategorizationFrame>

<SubcategorizationFrame id="regularSVI">
<§yntacticArgument>

feat att="syntacticFunction" val="subject"/>

feat att="syntacticConstituent" val="NP"/>

yntacticArgument>

yntacticArgument>

feat att="syntacticFunction" val="infinitiveModifier"/>

feat att="syntacticConstituent" val="IP"/>

feat att="introducer" val="a"/>

yntacticArgument>

categorizationFrame>

anticPredicate id="P1">

at att="label" val="X aider1 Y a Z par W"/>

<SemanticArgument>

feat att="label" val="X"/>

</$emanticArgument>

<SemanticArgument>

feat att="label" val="Y"/>

</$emanticArgument>

<SemanticArgument>

feat att="label" val="2"/>

</$emanticArgument>

<SemanticArgument>

feat att="label" val="W"/>
</$emanticArgument>

</SemanticPredicate>
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H.1.2.4 Example of homonymy
The following example presents two different lexical entries with the same written form.

Two Lexical Entry instances are created: one for the verb fo book and one for the noun book. Each of them is
associated with a distinct Lemma instance. Each Lexical Entry instance may be completed by descriptors
related to the morphology of the lexemes, and these descriptors are completely different from each other. The
two Lexical Entry instances are linked at semantic level by means of a Sense Relation instance that is labeled
homonym, see Figure H.4.

:Lemma — : Lexical Entry :Lemma : Lexical Entry
wiftenF orm = "boak" panofSpeach = "varh" writtenForm = "hook" pandfSpeach ="noun"
: Sense : Sense Relation : Sense
id="hook1" label =" hamarym " id = "hook"

Figure H.4 — Example of homonymy

The notion of homonymy is represented as a relation, not as a structure. In 6ther terms, the Lemma insfance
is not conceptually shared between lexical entries. This does not imply-that a physical implementation will
necessarily fuplicate the character strings in the database but this.mechanism is considered as a|data
compression|mechanism, not as a conceptual consideration.

It is worth nqting that the criterion that rules the decision about,having one or two lexemes is not specifled in
this current standard: it is up to the lexicon manager to decide.fo sSplit or to share the lexical information.
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Annex |
(normative)

NLP multilingual notations extension

Objectives

The
insta

1.2

The fultilingual model can be used for lexical databases describing two or.more languages (i.e

multi

1.3

The 1

1.4

1.4.1

The 5
given
confi

1.4.2

In ce
does
differ|

EXAN
lacqu
Germ

burpose of this annex is to describe the representation of equivalents for Sense or Syrita
hces between or among two or more languages.

Absence versus presence of multilingual notations in a lexicon

ingual resources). There is no need to use the multilingual notations in\a-monolingual databa

Class diagram

hultilingual notations extension is organized as described\in Figure |.1.

Options

General

simplest configuration is the bilingual\lexicon where a single link is used to represent the ec
sense from one language into~another, but actual practice reveals at least five m
jurations as given in 1.4.2 through 1.4.6.

Diversification and nheutralization

'tain circumstances,.simple one-to-one mapping between apparent equivalents in two or mo|
not work very“well because the conceptual scope represented by lexemes and expres
ent languages/s frequently not the same.

br, vamish, shellac, etc. In this case, the German to English direction involves diversification and
hn direction involves neutralization.

ticBehaviour

bilingual vs.
se.

uivalent of a
pre  complex

re languages
sions in the

PLE German Lack covers a wide range of concepts expressed in English with very specific Iexemes: paint,

the English to

1.4.3

Number of links

Although the strategy of one-to-one equivalence is viable for two languages, it becomes untenable for a more
extensive number of languages because the number of links explodes to unmanageable proportions.
Furthermore, it cannot necessarily be assumed that if under certain conditions, sense Ly - A=L,-A, and
Li-A=Lz;-A thatL, - A=L3z- A, despite the fact that common logic would imply that this is the case. The
larger the number languages and the number of links, the greater the chance that lateral links between the
various languages can prove faulty.
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1.4.4 Transfer or interlingual pivot

NLP-oriented translation is based on two approaches: the use of an interlingual pivot, which operates on the
basis of semantic analysis and transfer, which is based on machine parsing of source text syntax. The pivot
approach is implemented via the SenseAxis class, and the transfer approach via the TransferAxis class.

1.4.5 Representation of similar languages

Very closely related languages that share significant patterns can be efficiently represented using shared
Sense Axis instances (respectively Transfer Axis instances), together with a limited number of specific Sense
Axis instances (respectively Transfer Axis instances) for representing variations between the languages.

1.4.6 Direq

Some multili

ttion and tests

hgual lexicons are very declarative in that every translation is represented by’ an interli

hgual

object. Otherls are very procedural in that they restrict the translation by logical tests appli€dyat the source or

target langug

ge levels.
* 0.*
0.. 0.* Sense Axis - o Sense Axis Relation
Sense : -
0..* ¥
0.* 1
SynSet 0.
0.” Interlingual External Ref
Target Test Lexical Resource
0.*
. 0 0
0.+ Source Test 0.
1 1
0.7
Syntactic Behaviour 0_*
0.*
Transfer Axis 0..
0.*
Transfer Axis Relation
0. 0.*
0.
0. 0.* Context Axis
0.*
Context %T Context Axis Relation

40

Figure 1.1 — Multilingual notations model
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1.5 Description of multilingual notations model

The model is based on the notion of axes that link Sense, Syntactic Behaviour and Sense Example instances
pertaining to different languages. Lexicon designers can freely structure the various axes directly or indirectly
between and among different languages. A direct link is implemented by a single axis. An indirect link is
implemented using several axes and one or more relations.

The model is based on three main classes:
— Sense Axis;

— Transfer Axis;

—  (Context Axis.

1.5.1| Sense Axis class

Sensg Axis is a class representing the relationship between different closely related sense$ in different
langyages and implements an approach based on the interlingual pivot. The~purpose is to |describe the
trans|ation of lexemes from one language to another. Optionally, a Sense Axis may refer tq an external
knowledge representation system where the appropriate equivalent can be found.

1.5.2| Sense Axis Relation class

Sensg Axis Relation is a class representing the relationship betweenvtwo different Sense Axis insfances.

1.5.3| Interlingual External Ref class

Interlingual External Ref is a class representing the  relationship between a Sense Axis instance and an
exterpal system.

NOTH Guidelines are given in Reference [24].

1.5.4| Transfer Axis class

Transfer Axis is a class representing multilingual transfer. A Transfer Axis instance links sevdral Syntactic
Behayviour instances pertaining to-different languages.

1.5.5| Transfer Axis Relation class

Transfer Axis Relations-a class representing the relationship between two Transfer Axis instancgs.

1.5.6 Source Test class

Sourge Testis a class representing a condition that affects the translation with respect to the yisage on the
sourge language side.

1.56.7 Target Test class

Target Test is a class representing a condition that affects the translation with respect to the usage on the
target language side.

1.5.8 Context Axis class

Context Axis is a class representing previously translated translation examples that meet matching or fuzzy
matching criteria for a given text chunk.

1.5.9 Context Axis Relation class

Context Axis Relation is a class representing the relationship between two Context Axis instances.
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Annex J
(informative)

J.1 Example of class adornment

NLP multilingual notations examples

Classes may| be adorned with the following attributes:

Clags name Example of attributes Comment
Sense Axis label It's worth noting that there is no constraint on the fypes
id of lexeme that are linked by a SenseAxis instance.
For instance, a single lexeme.in one language can
have as its equivalent a compound in another
language.
Sense Axis Relation label The label enables the €oding of simple interlingua
view relations like the specialization of fleuve compared to

riviere and riverlt is not, however, the goal of thig
strategy to code€ a complex knowledge organizatid
system.

>

Interlingual External Ref

externalSystem
externalReference

It is notthe purpose of the multilingual extension tp
providera complex knowledge organization systen,
which’ideally should be structured as one or several
external systems designed specifically for that
purpose. However, /externalSystem/ and

/externalReference/ are provided to refer respectiyely
to the name(s) of the external system and to the
specific relevant node in this given external syster.

Transfer Axis label This approach enables the translation of syntactic
id arguments involving inversion, such as: fra:“elle ne
manque” => eng:“l miss her”.
Due to the fact that a LexicalEntry can contain as |ts
form a support verb, it is possible to represent
equivalents between a simple verb in one languade
and a more complex verb structure in another
language, involving, e.g. a support verb or other
supplemental elements, such as in the equivalence
relation between French: “Marie réve” and Japandse:
"Marie wa yume wo miru".
Transfer Axis|Relation. label The Transfer Axis Relation class may be used to
variation represent slight variations between closely related
languages. For instance, in order to represent slight
variations between European and Brazilian
Portuguese, different intermediate Transfer Axis
instances can be created. The Transfer Axis Relation
class holds a label to distinguish which of the Transfer
Axis instances to use depending on the object
language.
Source Test text
comment
Target Test text
comment
Context Axis comment The purpose of this class is not to record large scale
source multilingual corpora; the goal is to link a Lexical Entry
id instance with a typical sample translation.
42 © ISO 2008 — All rights reserved


https://standardsiso.com/api/?name=8a2f584e4b165fb3b98016aedf1b27cc

ISO 24613:2008(E)

J.2 Examples of lexeme description

J.2.1 Example of equivalence at sense level

The example shown in Figure J.1 illustrates how to use two intermediate Sense Axis instances in order
represent a near match between fleuve in French and river in English. This phenomenon is usually called
diversification and neutralization. The Sense Axis instance on the bottom is not linked directly to any English
sense because this notion does not exist in English, see Figure J.1 9).

: Sense : Sense Axis 1 Sense
id = "fra.riviere1" i ="gA1" id ="end.river]'

I
: Sense Axis Relation

label="mare general"

i
: Sense : Sense Axis

id = "fra.fleuvel” id ="5A2"

[
: Semantic Definition

text = "river that flows into the sed”

Figure J.1 — Instance diagram for “river”

The instances modeled in the multilingual notation*annex can be expressed by the following XML fragment,
with the assumption that the Sense and Semaantic Definition instances are defined elsewhere:

<SenseAxis id="SA1" senses="fra.riviered-eng.river1">
<SenseAxisRelation targets="SA2">

<feat att="label" val="more general"/>
</$enseAxisRelation>

</SemnseAxis>

<SenseAxis id="SA1" senses="fra.fleuve1"/>

9) In order to make this figure easier to read, shaded box outlines are used for the instances of the classes defined in the
current package. The box outlines of the instances of the classes defined in another package are not shaded.
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J.2.2 Example of equivalence at transfer level

This example shows how to use the Transfer Axis Relation instance to relate different information in a
multilingual transfer lexicon. It represents the translation of the English develop into Italian and Spanish.
Recall that the more general sense links develop in English and desarrollar in Spanish. Both Spanish and
Italian have restrictions that should be tested in the source language: if the second argument of the
Subcategorization Frame instance refers to certain elements like building, it should be translated into specific
verbs, see Figure J.2.

: Symtactic Behaviour : Transfer Axis : Symtactic Behaviour
id="eng.develop1” id="TA1" id="gpa.desarrollarl"

: Transfer Axis Relation

: Syntactic Behaviour

T
: Transfer Axis

1 id ="gpa.construirl”

i = "TAZ" =

: Syntactic Behaviour
T id = "ita,costrire1”
: Source Test

semanticRestriction = "eng.building”
syntacticArgument="2"

Figure J.2 — Instance diagram for “develop”

The instancgds modeled in the multilingual notation annex can be expressed by the following XML fragent,
with the assymption that the Syntactic Behaviour instances are defined elsewhere:

<TransferAxis id="TA1" syntacticBehaviours="eng.develop1 esp.desarrollar1">
<Transferf\xisRelation targets="TA2"/>
</TransferAxis>
<TransferAxis id="TA2" syntacticBehaviours="esp.construir1 ita.costruir1">
<SourceTgst>
<feat at[="semanticRestriction" att="eng.bailding"/>
<feat at]="syntacticArgument" att="2"/>
</SourceTlest>
</TransferAxis>
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Annex K
(normative)

NLP morphological patterns extension

K.1 Objectives

The gbjective of this extension is to provide the description in intension of the morphology of a‘giyen language.
The pim is to support the organization and storage of lexical information needed for"the Bnalysis and
genefation of inflected, agglutinated, derived, or compound word forms. These forms are| not explicitly listed
but the Lexical Entry instance is associated with a shared Morphological Pattern Cinstancg. The forms
documented in the lexical entry may include the root, stem, or stem allomorphs. These forms ar¢ unique to a
specific lexical entry.

The |exical information documented in the Morphological Pattern structuré-may include sharedl forms (e.g.
affixgs) and associated rules intended to support the design of morphological lexicons that|are process
indegendent. That is, algorithms used to analyse and generate the forms. This extension is not intended to
meet|all the needs for morphological lexicons; however, the LMF coere‘package and this extension provide the
basig for developing additional morphology extensions.
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K.2 Class diagram

The Morphological Pattern extension is organized as in Figure K.1.

Lexicon
{ordered} ?
List Of Components Lexical Entry 0.4
0.* 0..* -
< Morphological Pattern
-Related-Form —
O-.* O”* 0
Transform Category
Lemma >
= = 0.4
[} 0'& 0. Affix Template
Transform Set |0 0.* )7
5 Affix Slot
0..4
{ordered} {ordered} Template Slot
Stem 0.
Process
0 0 {ordered}
0. 0.3 0.."
Affix
0.*
0 0
Condition
0..*
0.4
Grammatical\Eeatures
0..* 0..*
N 0.*
0
Form Representation K——— Affix Allomorph
Figure K.1 — Morphological Pattern model
K.3 Description of the Morphological Pattern model

K.3.1 Introduction

Lexical Entry and Morphological Pattern are in aggregate association with the Lexicon class. The Lexical
Entry class manages the word forms and morphs that are unique to a specific lexical entry. In contrast, the
Morphological Pattern manages the classes that constitute a schema shared by several lexical entries.

K.3.2 Morphological Pattern class

Morphological Pattern is a class representing the structure of affixes and/or a set of processes that describe a
pattern of morphological changes for a given language. Morphological Pattern supports the modelling of
inflectional, derivational, agglutinative and compounding patterns and may be subtyped accordingly, e.g.
patternType='inflectional'. Class constraints, associated types of morphological features, and specific pattern
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choices enable the Morphological Pattern class to describe a variety of different methods used by diverse
language groups for encoding morphological changes. For example, a Morphological Pattern may be
constrained on a part of speech to manage inflectional patterns for Indo-European languages, or be used to
manage a reduplication process that models verb intensification for Thai with no need to constrain on a part of
speech. A Morphological Paradigm can manage an Affix class indirectly through the Affix Slot class, or can
manage the Affix class directly, but not both in the same model. The Morphological Paradigm also manages a
Transform Set class that supports the modelling of linguistic rules and processes, and an Affix Template class
that supports the management of affix patterns (e.g. ordered sets of suffixes and/or prefixes). The Transform
Set class associations, Affix Slot/Affix associations, and Affix Template are not mutually exclusive. However,
the use of the Affix Template class may provide additional constraints on the use of the Affix and Affix Slot
classes.

K.3.3 Transform Set class
Trangform Set is a class representing the association between Process class and Grammatical Features class

that further defines the scope or range of the managed pattern. Transform Sef\is” in a zgro to many
aggregation with the Morphological Pattern.

K.3.4 Process class
Procgss is a class representing the rules or linguistic operations applied)to one word form, affiy, or stem, or

combination of word forms, affixes and stems. A Process. instance can be subtyped, e.g.
procgssType="phonologicalOperation' and is in ordered aggregation‘with the Transform Set class

K.3.5 Grammatical Features class

Granymatical Features is a class representing an unordered combination of grammatical features.

K.3.6 Condition class

Condition is a class representing the conditions that determine or constrain the usage of a Prdcess or Affix
Allomjorph instance.

EXAMPLE A Condition instance \may describe the phonetic environments that determine the dhoice of affix
allomorphs.

K.3.T Affix class

Affix |s a class representing an affix, that is a word form or morpheme that is qualified by a set off grammatical
features and is required for analysing or generating word forms. An Affix class manages one pr more affix
allomorphs through'aggregate association with the Affix Allomorph class.

K.3.8 Affix-template class

AfﬁX Tamplata o A nlace mananins A nattarn ~Af ArAArad Affivae far tnflantianal Aariatianal Ay agglutinative

femplateis—a—elassmanagirgapatiernotordered-atlixesforinflectional—dervational—of
14 SLLEC I o ; ’

morphology indirectly through a Template Slot class. Affix Template attributes may describe the directionality
of the affixes, the number of affixes in an ordered set, and any special conditions applicable to the affix pattern
(e.g. optionality for specific slots).

NOTE The direction of the ordered constraint is dependent on the subclass and language. Right-to-left and left-to-
right languages would have different orders; also, suffix slots and prefix slots would have different orders.

K.3.9 Template slot class
Template Slot is a class representing a set of affixes that can be attached to an ordered position in the Affix

Template class. A Template Slot can manage an Affix class indirectly through the Affix Slot class, or can
manage the Affix class directly, but not both in the same model. Affix Slot attributes may describe the type of
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affix (e.g. suffix, circumfix), the rank of the affix in an ordered set, the number of affixes in an ordered set, and
any special conditions applicable to the affix (e.g. the morphological functions shared by the affixes that
occupy the slot).

K.3.10 Affix Slot class

Affix Slot is a class referencing a set of affixes that attach to the same position relative to a stem through the
Template Slot class. The set of affixes represents a subset of the affixes managed directly or indirectly by a
Morphological Paradigm. An affix may be referenced by one or more Affix Slot class objects.

NOTE Managing affixes through a directed association from the Affix Slot class reduces the need to instantiate
redundant affif objects when implementing LMF in data models.

K.3.11 Affix Allomorph class
Affix Allomorph is a generalization of the Form Representation class representing allomorphs, of the can¢nical
affix form in [all scripts and representations. An Affix Allomorph is associated with Conditien class instgnces

that describg| the phonological environment or other conditions (e.g. stem allomorph boundary) that resulfed in
the productign of the allomorph.

K.3.12 Transform Category class

Transform Category is a class representing attributes that constrain or<describe sets of features needed to
manage morphological change.

EXAMPLE Conjugation classes in Spanish or stem groups in Arabic!
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Annex L

(informative)

NLP morphological patterns examples

L.1 Absence versus presence of morphological patterns in a lexicon

Not

in a Igxicon, but the use of morphological patterns has the following important advantages.

q

escription of languages with complex morphology is possible without resorting’ to

nmanageable documentation.

The linguistic knowledge describing how to associate a lemma with an inflected,-agglutinateq
r derived form is focused on a specific exemplary element instead of being spread throug
mumber of elements.

list all forms

voluminous,

, compound,
hout a great

L.2 |[Example of class adornment
Clasges may be adorned with the following attributes:
Class name Example of attributes Comment
Morphological Pattern id A Motiphological Pattern instance is designed to be shared and
comment referred, thus it holds an identifier. A Morpholqgical Pattern
example instance cannot be used for two different parts of speech (K.3.2),
partOfSpeech so it's important to record the part of speech mark.
patternType
Trangform Set comment This class is designed to link instances, thus, pside from a
comment, the class is not intended to be marked with any
linguistic information.
Procgss operator The values for /operator/ may be, for instance, [/addLemmal,
affixRank /addAffix/, or /addComponentStem/.
compenentRank The values for rules are string values that can repfesent a wide
stemRank range of linguistic rules, for instance, a pattern sugh as /CVx/ or
rule a formalism such as /[X]n -> [1 ut]v/.
stringValue
Congition id
location
agreement
affix
transformType
Affix writtenForm The type may be specified for instance with valuesl|like /prefix/ or
type /suffix/.
Affix Template type The type may be specified for instance with values like /prefix/ or
/suffix/.
Affix Slot id
Template Slot label The /position/ specifies where the affix is to be set in the word
position form.
required
Affix Allomorph writtenForm
Transform Category id A Transform Category instance is designed to be shared and
comment referred, thus it holds an identifier.

Grammatical Features

grammaticalNumber
grammaticalGender
grammaticalTense
person
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L.3 Examples of lexeme description

L.3.1 Introduction

The model allows the development of implementation to support different modeling goals, e.g. Item-and-
Arrangement model, ltem-and-Process model, lemma-based approach, stem-based approach [111. [121,[13], [14],
[15], [17].

The following material deals with

— examples—ofinflection, hnginning with simple phenomena and nnrling with- more complex ones,

— examplgs of agglutination,
— exampldg of derivation, and
— examplgs of composition.

Stem, Affix, |Lexical Entry (in List Of Components association) and Process instances are ordered. Ip the

following diagrams, the order is not mentioned. The assumption is made that the ‘instances are to be|read
from left to right and top to bottom.

L.3.2 Inflegtion using an underspecified morphological pattern instance

In this example, the lemma clergyman is declared as conforming te the Morphological Pattern “asMan”| This
Morphologicql Pattern instance has a name but is not analytically described within the lexicon| see
Figure L.1 19. In other terms, the Morphological Pattern instance is considered as a mark. And for instance,
the Morpholqgical Pattern may be implemented by an external opaque algorithm.

: Lexicon

language = "eng"

| |
{Lexical Entry : Morphological Pattern

parnCfspeech = "commontoun® id="asMan"

|
: Lemma

witittenF orm = "clergyman’

Figure L.1 — Inflection using an underspecified morphological pattern

10) In order to make this figure easier to read, shaded box outlines are used for the instances of the classes defined in the
current package. The box outlines of the instances of the classes defined in another package are not shaded.
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L.3.3 Inflection using the Transform Set class

This example implements a traditional lemma-based inflection using the English noun “table”. This lexeme is
considered to be inflected according to the morphological pattern “regularNoun”. The strategy used in this
example is based on the lemma. The singular form is set as the lemma, that is “table”. The plural form is set
as the lemma plus the affix “s”. In the diagram, there is only one affix, but more complex situations may
contain more than one affix, thus, in order to adopt a generic strategy, these affixes are numbered. In the
example, the affix number is one, see Figure L.2.

: Lexicon
|‘:|hgll‘:lg£l —"nng"
: Lexical Entry

partdfSpeech = "noun” : Morphological Pattern

I id ="regulartoun”

:lLemma comment = "inflectional pattern for regular fawAs"
writtenForm = “table” example ="cat"

partOfspeech = "noun”

: Grammatical Features ! : Transform Set

grammaticalblumbier = "singular’ | - Affi

:Process

—— writtenForm ="g
operator ="addLemma"
for "takle"
: Grammatical Features 4| : Transform Set }—‘
grammaticalMumber = flural" [

: Process : Process

operator = "addlemma" operator = "addAm:"
for "tables" | affiRank="1"

Figure'L.2 — Inflection using Transform Set and Affix classes
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It is possible to adopt an item and process approach in using an operation that codes the addition of “s” [28l. In
this case, the use of an Affix instance is not needed, as in Figure L.3.

52

: Lexicon

language ="eng"

: i (84 Z
Lexical Ent : Morphological Pattern

panOfspeeach ="noun”

id ="regularkloun”

[ comment = "inflectional pattern for regular nouns"

: Lemma example ="cat

ittenForm = "table” partofSpeech = "noun”
: Grammatical Features L : Transform Set

afammaticalMumber = "singular” I
: Process
operator="addLemma"
for ["takle"
: Grammatical Features - : Transform Set
grammaticalbumber="plural” | S
tProcess : Process
. 2 operator ="addLemma" operator = "addAfter
for "tables O stringvalue = "s"

Figure L.3 — Inflection using a Transform Set class
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L.3.4 Agglutination using the Affix Template class

This example uses an item and arrangement approach to implement a simplified Turkish verb conjugation. In
the following diagram, the Affix Template manages a pattern of agglutinative affixes. Each Template Slot
instance represents a different verbal aspect. This example shows the suffix for the past tense, using the Affix
to represent the general word form and an associated Grammatical Features instance to indicate past tense.
The Affix Allomorph represents the variant word forms (allomorphs) that are produced in different phonetic
environments. In Figure L.4, the Condition object represents the left and right environments using regular

expressions as values.

: Lexical Entry : Morphological Pattern
panorSpeech = "varh" id ="regverh"
L l |
sLemma : Affix Template
writtenForm ="al" type = "sufid

direction = "leftToRight'

Figure.L.4 — Inflection using a Transform Set class

: Template Slot : Template Slot : Template Slot I : Template 9lot
label ="negation” label="tense" label ="questian’ label ="perspn”
position="1" position="2" position =030 position="4
required ="no" required = "yes" reguiret="rno" required = "yps"

[ [
s Affix s Affix L] : Grammatical Features
writtenForm = "ar" wittenForm = "di" grammaticalTense = "past’
: Affix Allomorph : Affix Allomorph
wtittenF orm = "dit wirittenFarm ="du"
I I
: Condition : Condition

type = "leftErvironment” type = "leftEnmvironment”
agreernent="[eli][blcdalhljklrdfplrsitivz™ || agreerment="[ofullblcldlalhlilkiminlplr stz
id="di1" id="du1"
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L.3.5 Inflection using an Affix Template class

This example, as shown in Figure L.5, uses an item and arrangement approach to implement a simplified
Bangla verb conjugation using an Affix Template to manage a pattern of inflectional affixes. This model differs
significantly from the model for Turkish agglutination (as presented previously), where the Affix Template
object managed an ordered set of Template Slot instances representing different verbal aspects. In this
example, several Affix Template instances are used to represent different inflectional suffix patterns. The
structure of the classes managing the sets of affixes is also more complex. For example, the Affix Template
representing participial tenses references two Template Slot instances, one managing the perfect participial
suffix and a second managing a set of verb suffixes in the perfective tenses. In Bangla, a subset of the simple
verb suffixes also serves as components in the perfective verb tenses. In order to reduce the presence of

££7 e 4 H H ] ot ETY T, ot Qs o 4 e ££15 H=W~H
redundant Affix-ebjects—in—an—implementation,—the—Template—Slotinstances—meanage—the—affixes—indirectly

through Affix
this design

diagram. Thi
Because the
instances ma

: Lexical Entry

a0

paftofSpeach = "verh"

: Lexicon

: Morphological Pattern

: Tlansform Category

Slot instances. The Affix Slot instances, in turn, reference shared Affix objects. The purpgse of
pption is illustrated through the case of the 1st person present imperfect suffix shown iph the
5 suffix form is used for the imperfect tense and as a component in the present perfect tense.
affix allomorphs in the different tenses have different phonetic environments, the Conjdition
y reference sets of Grammatical Features instances as relevant constraints.

.

panOfSpeech = "verh"

twpp = "stemClass”

lalfel="1"

Sten| classes 1 through 7 Il‘

: Affix Template

: Affix Template

id="simpleTenses"

id ="participialTenses"

: Template Slot

: Template Slot

: Template Slot

id ="simpleverbSuffixes"
position="1"

id =%perectyerbSufiixes”
pogition="2"

id = "perfectParticiple”
position="1"

54

: Affix Slot

: Affix Slot

id = "simpleVerbSufiixesSlot"

id = "perfest¥erb SuffixesSiot

id ="firstPersPresimpf”

: Affix Slot

id = "perfectParicipleSiof!

: Affix
id ="perfectPariciple”

Affix allomorphs not showﬁ

references stem classes 1, 2, and 5:

rdferences stem classes 3 4, 6, and
Tpresent imperfectienses anly used for present imperfect and present
perfect tenzes
s Condition : Affix Allomorph : Affix Allomorph : Condition
type = "environment" [ writtenFarm ="cchi* writtenForm = "chi"® H tpe = "enviranment”
ref="stemcClass" ref="stemcClass"

lahels="348 7

lahels="1 29"

Figure L.5 — Inflection using Affix Template class
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The following Figure L.6 deals with a simple example of a Spanish verb conjugation. Transform Category
instances are used as a condition for organizing affix allomorphs and for associating categories of affix
allomorphs with categories of stem allomorphs. The Lexical Entry is associated with two Transform Category
instances, one of type “stemClass” and the other of type “conjugationClass”. Each Affix instance is associated
directly with the Morphological Paradigm and is qualified by one or more Grammatical Features instances.
The structure of the Spanish language is a key factor supporting this design approach, which is much less
complex than the approach used for modeling Turkish and Bangla (as shown in previous examples). The
phonetic value of the Affix Allomorph instance is determined by the value of the conjugation class, a subtype
of the Transform Category The assomahon of an affix allomorph with a specmc stem is managed through

spec

indirg

asso

Stem

asso

©180

stem in that

fic stem class. In this example the assomahon between the afflx /es/ and the stem /pesdue| is managed
ctly through the Transform Category instances. That is, one or more Lexical Entry(insta
ciated with both the /ar/ conjugation class and the /buscar/ stem class. In each casey the
instance is associated with the affix allomorph /es/. This example also shows an alternatiie method for

ces may be
second order

: Lexicon

:Lemma

language ="spa"

writtenForm = "pescar”

: Lexical Entry

: Transform Category

: Stem

wiittenForm = "pesc”

panOfSpeech = "verh"

1 tvpe ="stemGlazs"
lahel = "blscar

: Stem 4

wiittenFarm = "pesgu”

I
: Grammatical Features

scope ="range"
grammaticalTense = "present’
grammaticalMood = "subjunctive”

: Teansform Category

label="ar"

e = "conjugationClass”

: Morphological Pattern

padofspeach = "verh"

: Grammatical Features

: Grammatical Features

: Affix = Affix
scope ="exact’ IEF ; _ )
: e . Type = "suffiy type ="suffiy’ —
grammat!calTense & pre.sent‘_ ) label = "as-es" lahel = "a-g"
grammaticalood = "subjunctive

person="2"
grammaticalNumber = "singular

scope ="exact’

grammaticalTense = "prasent|
grammaticalMood = "subjuncife"
person="1"
grammaticalNumber ="singuliar

_

: Grammiatical Features

: Affix Allomorph

: Affix Allomorph

An example of anatherallomorph weould
he fasi associated \with the jerf and frr

wiittenForm ="es"

witittenForm ="g"

conjugations

: Transform Category

type = "conjugationClass”

(F=1aT=10==Tad

: Condition

scope ="exact'

grammaticalTense = "present
grammaticalMood = "subjunctpee"
person="3"
grammaticalMumber = "singular

: Condition

: Transform Category

type ="stemClass"
label ="buscar
order="2"

Figure L.6 — Inflection using a Transform Category class

2008 — Al rights reserved

ciating stem allomorphs with affix allomorphs by associating each with a Grammatical Features instance.
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L.3.7 Inflection based on allomorphy using Process classes

Frequently, lexicons do not contain examples of all the stem allomorphs needed to develop an implementation
for intensional morphology. In such cases, it may be necessary to produce the stem allomorphs using
phonetic rules and environmental conditions. The following figure illustrates one approach for producing stem
allomorphs for Modern Standard Arabic in a phonetic transcription. In this example, the Transform Set
instance manages three processes, each of which produces a different stem allomorph. The Transform Set
instance is qualified by a Transform Category of subtype “stemClass” with a value of “defective3”. Each
process is triggered by a specific condition, which in this case is determined by reference to a set of
Grammatical Features instances. This process can be applied to all stems contained in Lexical Entry objects
that are qualified by an association with a Transform Category instance of subtype “stemClass” with the value

sign
affix

of “defectiveg>—Fhis—examplte—as—shown—in—igure7F—cotld—be—used—in—eonjurction—with—other—¢
approaches [to both produce stem allomorphs and associate those stem allomorphs with relevant
allomorphs.
:Lemma L : Lexical Entry : Morphological Pattern
wifittenFarm = "hasiya" partofSpeech ="varb" | | : Transform Category panOfSpeach = "vark’
J type ="stemClass" |
: Stemn lahel = "defective3"
tittenFarm = "nasiya” : Transform)Set
type = "stemAlomorphn”
: Process :Process :Process
rule = "stem=stem” rule ="CvCival=CvCiea R rule = "CvC{ival=CvC{uul
: Grammatical Features : Grammatical Features
pefson="3" person="3"
grammaticalGender ="masculine” grammaticalGender="commaon”
grgmmaticalMumber = "singular” : Coivdition grammaticalMumber ="plural
grqdmmaticalTense = "perfect” = grammaticalTense = "perfect”
: Grammatical Features : Grammatical Features
persan="2" persan="2"
grammaticalGendear ="masculing” grammaticalGender = "famining”
grammaticalMurahets= "singular” grammaticalNumber ="singular"
grammaticalTense'="perfect’ grammaticalTense ="perfect’
Figure L.7 = Inflection based on allomorphy using Process classes
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Verbs in Tagalog are difficult to describe by means of a pure item and arrangement approach. This particular
example shows how to form the future tense by taking the first consonant, adding the first vowel and adding

these letters to the left side of the lemma, see Figure L.8.

: Lexicon
language = "tgl"
[ [
: Lexical Entry : Morphological Pattern
patofSpeech = "verk" id ="werballnflection"
: Lf_lemma I\;\.
writtenForm = "trabahao” partial description
: Transform Set
comment=" take the first consonant and its vowel and add it on
the left side "
I W I
: Grammatical Features : Process
grammaticalTense = "future" operator="addFipstZonsonant’

:Process

operator = "addFirstvowel"

vwhien applied to “trabaho”, this
gives "tatrabaho"

L.3.9 Lemma-based agglutination

: Process

operatar="addLemma"

Figure L.8 — Verbal forms in Tagalog

This [example implements caylemma-based strategy with a multiple underlying form (MUF) nmpodel for the
allomorphs. The examples-shown in the previous subclauses deal with inflectional languages. On the contrary,
the fgllowing example is-about Hungarian, an agglutinative language. In Hungarian, agglutinatior} is governed
by two interrelated-mechanisms that are repeated many times: a suffixation mechanism, where a stem is
assotgiated with .a<{suffix, and a vowel harmony mechanism that selects an affix dependifg on vowel

agre¢ment [27);

bcause there

For instancer *haz” (house) gives “haz+ak” (houses) because of “a”, but “szék” (chair) gives “szél+ek” (chairs)
becapse-of “é¢”. The system is rather general but cannot be associated with the whole lexicon b
are ; | X ) !

imported lexemes that have variants like “hotelban” vs “hotelben”

(at the hotel) do not respect the

or example,
general rule.

Vowel harmony is represented by a Condition instance associated with an Affix Allomorph instance, see

Figure L.9.
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It is worth nd

: Lexicon
language ="hun"
: Lexical Emtry partial description
antdfSpeech = "noun”
H H : Morphological Pattern

:Lemma

=

Fifte e =—hat

carmment = "agdlutinative paradigm class far nouns"
id ="regularForkouns"

: Transform Set

: Grammatical Features

grammaticalCase = "nominative”
FammaticalMumber ="singular’

[Lor]

:Process

operator ="addLemma”

: Transform Set

: Grammatical Features

FarmimaticalCase = "naminative”
grammaticalMumber ="plural®

L]

: Process

operator ="addkgmma”

: Affix |

writtenForm =" gk

: Affix Allomorph

writtenFarm = "ak"

A

T

: Condition

agreement="a"

type = "leftEnvironment

~

: Affix Allomorph

writtenForm = "ek"

: Condition

type = "lefiEnvironment’
agreement="ga"

: Process

operator ="addAfi"
affizRank="1"

Figure L.9 — Lemma-based agglutination

ting that due to the fact that in Hungarian the number of forms for a noun_for instance _isImore

than two hundred, the strategy of listing all the agglutinated forms explicitly in the lexicon (like in Annex A)
produces unmanageable documentation. Usually, a strategy based on morphological patterns is preferred.
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In Thai, the derivation is a frequent mechanism, thus it is time consuming to record a separate entry for the
derived form. Reduplication is used to modify the sense of a lexeme by some operation to repeat the sound of

the lemma [25.[26]

The types of derivation using reduplication are:

— AA type. The form of reduplication is generated by attaching a character symbol ‘Mai Yamok’ (%) to
produce a reduplicated sound of the lemma. For instance, the lemma “@1” (to be pronounced "damO0" and
that means "black") can be modified to give “619” (to be pronounced "dam0-damQ" and that means

"btackish*yimorder to express a generatization.

—  A'Atype (tone change in the first syllable), for instance, “6in6i1” (to be pronounced "dafm3-da
eans "extremely black") for intensification.

o~

mO0" and that

— AA’A type (triplication), for instance, “Aufufiu” (to be pronounced “kin0-kin4+kin0” and that means “eat

Ilke a horse”) for intensification.

— More complex mechanisms like AABB or AB'AB types.

The fwo following diagrams show different options for representing, dérivation. It is worth no
examn|ples, in contrast to the other examples, two different Morphological Pattern instances are at

given Lexical Entry instance.

ing in these
ached to the

The first approach is simply to mark the Morphological Pattern instance by means of a reduplication type

attribute, as presented in Figure L.10.

: Lexical Entry : Morphological Pattern
patofSpeech ="noun” id ="regularRedup”

I reduplicationType = "A==A4"

: Lemma

witittenF arm = "1

: Transform Set [ | : Grammatical Features

: Morphological Pattern

id ="toneChangeRedup"
reduplicatiopTiype = "A==AW"

: Transform Set

reduplicationFunction = "generalization”

i

"dam0” (hlack) gives "dam0-dam0" (hlackizh)

EE—

: Grammatical Features

reduplicationFunction = "intensity”

"dam0" (black) gives "dam3-dam0" (extremely black)

Figure L.10 — Derivation using reduplication (simple approach)

© 1SO 2008 — All rights reserved
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A more complex and detailed approach is to fully describe the reduplication by means of Process instances,
as presented in Figure L.11.

: Lexical Entry

: Morphological Pattern

partOfspeech = "noun”

id="regularRedup"

: Lemma

wittenForm = "Aq"

: Transform Set

: Grammatical Features

reduplicationFunction ="generalization”

= htorphotogicat Pattern

: Process

id ="toneChangeRedup”

: Grammatical Features

reduplicationFunction = "intensit"

It is worth nd
in order to ex

: Process

operator ="addLemma"

: Process

operator="toneChange"

press plural forms [23].

operator ="addLemma"

: Process

operator = "addaAfed
stringvalue = "

:Process

operatar = "addLemmal[

Figure L.11 — Derivation using réduplication (complex approach)

ting that reduplication is not specific:te’ derivation but appears also in languages like Indongsian
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L.3.11 Lemma-based composition: Anwendungsprogramm

Composition is a bit different from inflection, agglutination and derivation. In these latest examples, each form
is defined from the lemma (or one stem) of the entry with various types of operations, such as adding affixes.
The description involves only one entry.

In the composition process, each component form of a compound entry is defined in the List of Components
instance. In this way, the process is dependent on separate morphological behaviour of each component.

The following diagram illustrates a German example of an inflectional morphological pattern applied to a
compound that involves the use of an orthographic separator. The compound forms are deduced from the two

i f i : i i i orphological
pattefn that describes how to build the compound. The first component is selected, an “s” is-addled, then the
secohd component is added with the initial letter transformed into a lowercase letter, see Figure L} 12.

: Lexicon
language = "ded"
I : List Of Componenmts l— : Lexical Entry
pantofSpeech = "rown"
: Component I
:Lemma
H i . _ "
: Lexical Entry wHitenF armm = "Anwendungspragramm
pandfSpeech ="noun”
:Lemma
writtenF orm = "Programm”
partizal description
: Component
: Morphological Pattern
: Lexical Emtry id = "MaM"
partOfSpeech = "noun” comment="MNKN compounding with inzertion”
:lLemma
wtittenFarm = "Amwendung” :Process
operator ="addComponentLemma”
s Transform Set i: companentRank="1"
: Grammatical Features : Process
grammaticalGender="neuter" operator = "addstring”
grammuaticalMmmber = "singular” stringvalue ="s"

:Process

operator = "addLowerCaseComponentLemma”
companentRank="2"

Figure L.12 — Example of a lemma-based composition
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