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Foreword

ISO (the International Organization for Standardization) and IEC (the International Electrotechnical Commission) form the
specialized system for worldwide standardization. National bodies that are members of 1SO or IEC participate in the
development of International Standards through technical committees established by the respective organization to deal with
particular fields of technical activity. 1ISO and IEC technical committees collaborate in fields of mutua interest. Other
international organizations, governmental and non-governmental, in liaison with 1SO and 1EC, also take part in the work.

International Standards are drafted in accordance with the rules given in the ISO/IEC Directives, Part 3.

In the field of information technology, ISO and IEC have establlshed a jomt techn|cal comm|ttee ISO/IEC JTC 1. Draft
International S hlication as an
I nternational

andard requires approval by at Ieast 75 % of the natlonal bodlas casting a vote.

International Standard 1 SO/IEC 14495-2 was prepared by Joint Technical Committee ISO/IEC JTC 1, Information|technol ogy,
Subcommittee|SC 29, Coding of audio, picture, multimedia and hypermedia information, in collaboration with ITU-T, but is
not published §s common text at thistime.

ISO/IEC 14495 consists of the following parts, under the genera title Information technology.—Lossless and rjear-lossless
compression of continuous-tone still images:

— Part 1: Bgseline

— Part 2: ExXtensions

Annexes A to | form anormative part of this part of ISO/IEC 14495. Annexes Jand K are for information only.
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INTERNA

TIONAL STANDARD ISO/IEC 1449

5-2:2002(E)

INFORMATION TECHNOLOGY —

LOSSLESS AND NEAR-LOSSLESS COMPRESSION OF CONTINUOUS-TONE

STILL IMAGES — PART 2: EXTENSIONS

1 S

This Recom

each recond

level), gray-

This Recom

cope

mendation | International Standard defines a set of lossless (bit-preserving) and nearly lossless (whe

scale, or colour digital still images.

mendation | International Standard

specifies extensions (including arithmetic coding, extension of near lossless coding, extension of
extension of Golomb coding) to processes for converting source imagedatato compressed image

specifies extensions to processes for converting compressed imagé data to reconstructed image|
an extension for sample tranformation for inverse colour transfornis

specifies coded representations for compressed image data
provides guidance on how to implement these processesit‘practice

2

The followjng Recommendations and International Standards contain provisions which, through referencd
congtitute pfovisions of this Recommendation | International Standard. At the time of publication, the editions

valid. All

Recommen
the Recomn
I nternationg
ITU-T Recq

21

q

or mative refer ences

ecommendations and International Standards are subject to revision, and parties to agreements
ation | International Standard are encouraged to investigate the possibility of applying the most req
nendations and International Standards listed below. Members of IEC and 1SO maintain registers of
Standards. The ITU-T Telecommunication Standardization Bureau (TSB) maintains a list of the
mmendations.

entical Recommendations | I nternational Standards
CCITT Recommendation T.81 (1992) | ISO/IEC 10918-1:1994, Information technology — Digit

and coding.of*continuous-tone still images: Requirements and guidelines.

and.coading of continuous-tone still images: Compliance testing.

re the error for
ructed sample is bounded by a pre-defined value) compression methods for coding continuous-tong (including bi-

prediction and
data

data including

S in this text,
indicated were
based on this
ent editions of
currently valid
currently valid

hl compression

ITU-T/Recommendation T.83 (1994) | ISO/IEC 10918-2:1995, Information technology — Digitél compression

2.2 A

ITYU-T Recommendatlon T. 84 (1996) | ISO/I EC 10918 3:1997, Information technology — Digit
ill i

| compression

ITU-T Recommendation T.87 (2000) | ISO/IEC 14495-1:2000, Information technology — Lossless and near-

lossless compression of continuous-tone still images: Baseline.

dditional references
ISO/IEC 646:1991, Information technology - SO 7-bit coded character set for information interch

SO 5807:1985, Information processing - Documentation symbols and conventions for data, progr
flowcharts, program network charts and system resources charts.

I SO/IEC 9899:1999, Programming languages - C.

© ISO/IEC 2002 — All rights reserved
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3. Definitions, abbreviations, symbols and conventions

31 Defi

nitions

For the purposes of this Recommendation | International Standard, the following definitions apply in addition to the definitions

used in ITU-T

Rec. T.87 | ISO/IEC 14495-1:2000.

311 arithmetic encoder: An embodiment of an arithmetic encoding procedure.

312 arithmetic encoding: A procedure which encodes a sample as a binary representation of the sequence of previously

encoded sampl

es by means of arecursive subdivision of aunit interval.

313 arithmetic decoder: An embodiment of an arithmetic decoding procedure.

314 arith
encoder.

3.15 binal
3.16 binal

metic decoding: A procedure which recovers source data from an encoded bit stream produced by, 3

y context: Context used to determine the binary arithmetic coding of the present binary decision

'y decision: Choice between two alternatives.

3.17 colofir transform: A procedure for sample transformation for inverse colour transform;

3.18 sign|flipping: The procedure which reverses the sign of a prediction error according to accumulate
errors.

3.19 symbol packing: A procedure which may be applied to source images' in which sample values
distributed.

3.1.10 visu@l quantization: An extended function of near-lossless coding Which enables to change the diffel
according to the context.

32 AbQreviations

In additions fo the abbreviations used in ITU-T Rec. T87'| ISO/IEC 14495-1:2000, the abbreviations (|

Recommendat
FLC: Fixed I¢f
LPS: Less pro
M PS: More pr

3.3 Sym

In addition to
International S
scan are indicd

on | International Standard are listed below.
hgth code.

pable symbol

pbable symbol

bols

the symbols used-inJITU-T Rec. T.87 | ISO/IEC 14495-1:2000, the symbols used in this Recon
tandard are listed below. A convention is used that parameters which are fixed in value during the €
ted in boldface capital letters, and variables which change in value during the encoding of a scan &

initalicised |
Areg

ers.

urrent aumerical-line interval being renormalized

n arithmetic

[l prediction

bre sparsely

ence bound

sed in this

mendation |
ncoding of a
re indicated

ArithmeticEngcode()  afunction in the C programming language

Av[0..30]
Avd

31 constants corresponding to LPS probability estimate

auxiliary variable storing modified Av

BASIC T1,BASIC_T2,BASIC_T3,BASIC_T4 basic default threshold values

Bin
Buf[0..1]

Creg
ENT

binary decision
bytes stored to avoid carry-over propagation to the encoded bit stream

value of code register storing the trailing bits of the encoded bit stream

indication of the coding process used for the scan

© ISO/IEC 2002 — All rights reserved
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Flag[0.MAXVAL] MAXVAL +1 flags which indicate if corresponding sample values aready occurred
GetBinaryContext()  afunction in the C programming language

GetByte() afunction in the C programming language

GetGolombk()  afunction in the C programming language

Hd auxiliary variable storing an integer value corresponding to a half of the full range but shifted according to the
size of the current interval

LP<cnt[0.MAXS] accumulated occurrence count of the LPS (less probable symbol) at each binary context

M AXcnt threshold value at which MLcnt and LPScnt are halved

MAXS maximum index of binary contexts

MLcnt[0..M[AXS] accumulated occurrence count of each binary context.

MPSvalue[(.MAXS]  sense of the MPS (more probable symbol) at each binary context

nearq context-dependent difference bound for near-lossless coding using visual quantization.

NEARRUN difference bound for near-lossless coding in run mode.

NMCU number of MCU’s

Prob LPS probability estimated from MLcnt and LPScnt

Qx the (quantized) value of a sample to be encoded with fixed-1ength code
S index for binary contexts

SOFs; JPEG-LS frame marker for this extension

SPf[0..RANGE] RANGE+1 flagsindicating if correspanding mapped error values aready occurred
SPm[0..RANGE] mapping table of MErrval or EMEfrval for symbol packing

SPt the smallest positive integer greater, than all mapped error values that occurred in the scan up to this point.
SPx number of the different mapped-error values that already occurred.

T1,T2, T3] thresholdsfor local gradients

T4 threshold for an additional local gradient

TEMErrval| auxiliary variaplestoring EMErrval.
Th[0..29] threshol d.te:determine suitable value of Av
TMErrval auxiliary/variable storing MErrval

TQ Vvisdal quantization threshold

wct number of bits by which Areg 15 shifted

Zerograd flag indicating local gradients are all zero.

4, General
The purpose of this clauseis to give an overview of this Recommendation | International Standard.

This Recommendation | International Standard defines extensions to the elements specified in ITU-T Rec. T.87 | ISO/IEC
14495-1:2000. Extensions which pertain to encoding or decoding are defined as procedures which may be used in
combination with the encoding and decoding processes of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000. This Recommendation |
International Standard also defines extensions to the compressed data formats, i.e., interchange. Each encoding or decoding
extension shall only be used in combination with particular coding processes and only in accordance with the requirements set

© ISO/IEC 2002 — All rights reserved 3
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forth herein. These extensions are backward compatible in the sense that decoders which implement these extensions will also
support configuration subsets that are currently defined by ITU-T Rec. T.87 | ISO/IEC 14495-1:2000.

41 Extensions specified by this Recommendation | I nternational Standard
The following extensions are specified:

— An extension which provides for arithmetic coding. This extension will provide higher compression ratio,
especialy with high-skew images.

— An extension which provides for variable near-lossless coding. This extension will provide a wider variety of
possible nearly lossless reconstructions of a source image than ITU-T Rec. T.87 | ISO/IEC 14495-1:2000. There
are two types of variable near-lossless coding, depending on whether the difference bound is changed:

) according to Its context; or
b) invertical direction.

— JAn extension which provides for a modified prediction procedure in source images in which/samplie values are
sparsely distributed.

— JAn extension which provides for a modified Golomb coding procedure. This modification avojds possible
expansion of compressed image data, and improves coding efficiency by eliminating code words|that are not
used.

— |An extension which provides for fixed length coding.

— JAn extension which provides for a modified sample transformation’ process. This extension carl be used to
define inverse colour transforms in order to achieve greater efficiency by compressing a sourcel image in a
different colour representation.

The following fsections describe these extensions in greater detail.
411 Encgding with arithmetic coding
In JPEG-LS bgseline, specified in ITU-T Rec. T.87 | ISO/IEC 14495-1:2000, simple but efficient coding is achileved by the

combination o
computer geng
present highly
Recommendat
thanonly inru

The arithmetig
arithmetic ope

n mode) and provides higher compression performance with a moderate increase of the coder compl

coder adopted in this Recommeridation | International Standard is characterized by its fast multip
ation and radix-255 representation. The details are described in Annex A and B.

Golomb coding (regular mode) and the run mode. However, for some very high-skewed image ¢lata such as
rated images, the compression efficiency is affected by the use of symbol-by-symbol coding in qontexts that

skewed distributions. Therefore, coding "procedures based on arithmetic coding are specified in this
on | International Standard as an extended function, which enables alphabet extension for every context (rather

Xity.

ication-free

412 Extgnsion of Near-lossless cading
The extension|of the near-lossess.coding capabilities of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 is to alow| the NEAR
parameter to vary during the process of encoding a source image. There are two types of variable near-lossless coding, serving

two different p

4121 Vi

Visual quantiz

Urposes.

al quantization

ation-takes into account the human visual system by primarily performing the quantization in h

regions of the

mage where the activity may mask for the quantization noise. Therefore, by extending the near-loS

igh activity
5less coding

capabilities of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 so that the NEAR parameter can change according to its context, it
becomes possible to provide reconstructed images whose distance from the source image is between those obtained with
compression schemes using NEAR=n and NEAR=n+1, where n denotes a non-negative integer.

4122 Re-specification of NEAR value

This type of variable near-lossless coding can vary the NEAR parameter according to the vertical direction. The main purpose
of this extension of the near-lossless coding capabilities of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 is to provide a
mechanism by which an encoder can change the value of NEAR according to the observed compressibility of the source
image, which is useful to control the total length of compressed image data within some specified amount. By this extension,
an encoder can compress a source image to less than a pre-specified size with a single sequential pass over the image. The
capability is valuable to applications which utilize afixed-size compressed image memory.

© ISO/IEC 2002 — All rights reserved
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4.1.3 Extension of prediction

The prediction and error coding procedure specified in ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 is not suitable for images
with sparse histograms, such as limited color images or fewer-bit images expressed by byte form. These images contain only a
subset of the possible sample values in each component, and the edge-detecting predictor specified in Figure A.5 of ITU-T
Rec. T.87 | ISO/IEC 14495-1:2000 would tend to concentrate the value of the prediction errors into a reduced set. However,
the prediction correction procedure specified in Figure A.6 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 tends to spread these
values over the entire range. In addition, the Golomb coding procedure would assign short code words to small prediction
errors, even those that do not occur in the image component.

The goa of this extension is to modify the prediction procedure in order to aleviate this unwanted effect by checking the
occurrence of the corrected predicted value Px in the past. This extension also provides a modified coding procedure to
improve the coding efficiency for these images.

4.1.4  Ektension of Golomb coding

In addition o the specification of Golomb coding defined in ITU-T Rec. T.87 | ISO/IEC 14495-1:2000, two madifications are
incorporategl in this Recommendation | International Standard as follows:

4.1.41 Gplomb code completion

More effectjve usage of Golomb code words is specified in this Recommendation | International Standard, in yhich the final
bit “1” in {he longest possible unary representation used in a Golomb code, which )is redundant, shall bg omitted. This
procedure improves the coding efficiency especially in cases in which this Recommendation | International Jandard is also
applied to b}-level images.

4.1.4.2 Omission of run interruption sample coding

In cases in yhich this Recommendation | International Standard is alsoapplied to bi-level images and the modg is not sample
interleaved,|the encoding of the run interruption sample is superfluotis and shall be omitted.

415 Fixed length coding

In this Recgmmendation | International Standard, a procedureto avoid situations in which the compressed imade data is larger
than the source image data is incorporated. The values.of image samples, or the quantized values in near-losslpss coding, are
encoded with a fixed length code. The region in a.scan to be encoded with a fixed length code is specified iy appending a
marker indigating the beginning of the fixed length-coding and the end of the fixed length coding after an approgriate M CU.

4.1.6 SImpIetransfor mation for inverse.colour transforms
ec

In this Recommendation | International”Standard, a procedure for sample transformation is provided, in additjon to the ones
defined in [TU-T Rec. T.87 | ISO/IEC 14495-1:2000. This procedure uses corresponding values of decoded ples in the
various coriponents, to reconstruet.the source image data, which is of the same precision as the encoded data. The goal of this

extension ig to facilitate the use of this Recommendation | International Standard in conjunction with colour transforms to

improve cogling efficiency.

4.2 Descriptionsof extended functions

The coding|procedure specified in Annex A of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 is referred to as haseline coding
process. The newly mtroduced codrng procedure modrfred from the baselrne codrng process, is referred to as affithmetic-based
process. Th o rithmetic coding
procedure of a b| nary symbol for the glven context is dwcrr bed in Annex B. The functions outlrned in 4 1.2,4.1.3, and 4.1.6,
can be used on either arithmetic-based coding process or baseline coding process. The functions outlined in 4.1.4 and 4.1.5.
can be used only in baseline coding process. All the extended functions are optional and the combinations of the extended
functions are arbitrary under this general rule.

The use of the extended functions outlined in 4.1.2 and 4.1.3 in conjunction with the arithmetic-based coding process is aso
described in Annex A. The use of the extended functions outlined in 4.1.2 and 4.1.3 in conjunction with the baseline coding
process is described in Annex D by referring to the differences with respect to the coding process of the non-extended
functions described in ITU-T Rec. T.87 | ISO/IEC 14495-1:2000.The functions outlined in 4.1.4 are also described in Annex
D.

The extended functions outlined in 4.1.5 are described in Annex E. The extended functions outlined in 4.1.6 on both
arithmetic-based and baseline coding are described in Annex F.

© ISO/IEC 2002 — All rights reserved 5
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The contents of the Annexes for extended functions are summarized in Table 1.

Table 1 — Combination of extended functions and corresponding Annex

Extension of | Extension of Arithmetic Extension of | Fixed length Colour
near-lossless prediction coding Golomb coding transform
coding procedure coding
Basdine  coding Annex D Annex D Annex D Annex E
process Annex F
Arithmetic-based Annex A Annex A Annex B
coding process

5.

The interchang

Intq

The interchang
the syntax and
T.Rec. 87|15

6.

An encoding

End

r change for mat requirements
e format is the coded representation of compressed image data for exchange between applieation en

e format requirements are that any compressed image data represented in interchanige-format shall
code assignments appropriate for the coding process and extensions selected, as'defined in Annex
D/IEC 14495-1:2000 and Annex G of this Recommendation | International Standard.

oder requirements

Drocess converts source image data to compressed image datay™ ITU-T Rec. T.87 | ISO/IEC 14

specifies basel

An extended
Internationa
extensions sp
satisfy at least

An extended

a)
i

b)

Conformance

NOT]
encoding proces
meet the applicy
does use.

ironments.

comply with
C of ITU-T

1495-1:2000

ne coding processes. This Recommendation | International /Standard defines arithmetic-based cogling process
and encoding gxtensions which may be used in combination with baseling.coding process or arithmetic-based codir

coder is an embodiment of one (or more) of thelencoding processes specified in this Recom
andard or ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 used in combination with one or more of t
ified herein. In order to comply with this Recommendation | International Standard, an extended €
ne of the following two requirements.

coder shall

g process.

mendation |
e encoding
hcoder shall

onvert source image data to compréssed image data which conform to the interchange format syntigx specified

Annex G;

convert source image data to compressed image data which comply with the abbreviated format for

]:ge data syntax specified inAnnex G.

compressed

dard.

sfor the above requirements are specified in clause 8 of this Recommendation | International Star

ses and extensionsshall be able to operate for all ranges of the parameters which are allowed. An encoder iso
ble conformangetests, and to generate the compressed data format according to Annex G for those parameter v.

y required to
ues which it

E — There is no requirement in this Recommendation | International Standard that any encoder which embo?_Les one of the

7.

Decoder requirements

A decoding process converts compressed image data to reconstructed image data. Since the decoding process is uniquely
defined by the encoding process, there is no separate normative definition of the decoding processes. The values of samples
output by the decoding process are used as vector components in an inverse colour transform. The inverse colour transform is
specified in Annex F. If no transform is specified for a sample component, then the colour-transformed sample value is
identical to the sample value output by the decoding process. In this case, an inverse point transform may also be applied (see
4.3.2 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000). A subsequent sample mapping procedure uses the value of each sample
output by the inverse colour transform procedure to map each sample value to sample-mapped val ue using the mapping tables
specified for that sample component in Annex C of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000. Again, if no table is specified
for that sample component, then the sample-mapped value is identical to the colour-transformed sample value (after possible
inverse point transform).

© ISO/IEC 2002 — All rights reserved
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s an embodiment of the decoding process implicitly specified by the encoding process as specified in ITU-T Rec.

T.87 | ISO/IEC 14495-1:2000 and this Recommendation | International Standard, followed by the embodiment of the sample
transformation process defined above. In order to comply with this Recommendation | International Standard, an extended
decoder shall satisfy all three of the following requirements.

An extended decoder shall

a)

b)

convert to reconstructed image data any compressed image data with parameters within the range supported by
the application, and which comply with the interchange format syntax specified in Annex G. In the reconstructed
image data output by the embodiment of the decoding process (before sample transform), the values of each
sample shall be identical to the reconstructed val ues defined in the encoding process;

Accept and properly store any tablespemﬁcanon data which conform to the abbreviation format for table-

n-‘l'l'll'l'l_)nn'l' 1-20)

O_I 1 ICf\III:f\ 1/I/I(\l:
o

1fieation Aot o fiodl A 00
wwlllbul.lvlluul.uoylllw\ wwnlwnlr\llll\,/\uul LI \CCT I L. 2000

Convert to reconstructed image data any compressed image data with parameters within the'rang
the application, and which conforms to the abbreviated format for compressed image data-synt
Annex G, provided that the table specification data required for sample mapping has previously b
the decoder.

DTE — There is no requirement in this Recommendation | International Standard that any deceder which emi
Cesses and extensions shall be able to operate for al ranges of the parameters which are @lowed. A decoder iS

N
decoding pro
meet the app

which it doeq use.

8. Confor mance testing for extensions

8.1 Plrpose

The conforinance tests specified in this Recommendation | International Standard are intended to increase the

compressed
tests of the
encoders arjd decoders. The main purpose of these;eonformance tests is to verify the validity of encoding
process implementations, and the corresponding compressed image data. It is not an objective of these teqg
extensive verification of the interchange format-ar marker segment syntax. The marker segment syntax follg
interchangelformats specified in Annex B of |ITU-T T.81 | ISO/IEC 10918-1, and testing procedures similar to
inITU-T T;83 | I1SO/IEC 10918-2 can be.used for the purpose of verifying interchange format and marker segme

image data interchange by specifying a range of.tests for both encoders and decoders. The tests are)

The tests arg based on a set of test images which are incorporated into this specification in digital form.

8.2 E

Encoders afe tested\by’ encoding a source test image (see Annex 1) using the encoder under test, and then
compressed
the compres

hcoder conformance tests

sed/image data shall match those of the compressed image datain Table 1.2.

e supported by
bx specified in
ben installed in

odies one of the
only required to

icable conformance tests, and to decode the compressed image data format specified in"Annex G for those parameter values

likelihood of
not exhaustive

espective functionality, and hence do not guarantee compl ete interoperability between independentlly implemented

and decoding
{s to carry out
ws closely the
those specified
Nt syntax.

comparing the

image data produced by the encoder to the compressed image data listed in Table |.2. The coded data segments of

The encoding shall be carried out for each of the tests listed in Table .2 using the test images listed in the “Source Image’
column, and using the parameters specified in the table. Restart markers shall not be inserted. The encoder testing procedure

isillustrated in Figure 1.

NOTE — This testing is restricted to conformance of the coded data segments only, excluding marker segments (as
segments may represent the same coding parameters).

The above conformance tests shall be performed without sample mapping and with Pt = 0.

© ISO/IEC 2002 — All rights reserved
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l START l

>

Input source test
image

Set encoder
parameters
|
Encode with encoder
under test

Compare with
compressed test image
data

Y

NO

tests done?

Figurel - Encoder testing procedure

8.3 Decpder confor mancetests

Decoders are fested by decod| ng compressed test |mage data (see Annex |) using the decoder under test and comparing the
reconstructed ima bhal | exactly
match the source test |mage in the case of lossless coding (NEAR = 0) In the case of near-lossless coding (NEAR > 0), the
image reconstructed by the decoder under test shall the source image data with NEAR for al samples.

The decoding conformance tests shall be carried out for each of the tests listed in Table 1.2, using as an input the compressed
test image data listed in the “Compressed file name” column, with the parameters specified in the table. The source test
images used for the comparison are listed in the “Source image” column of Table 1.2. The decoder testing procedure is
illustrated in Figure 2.

8 © ISO/IEC 2002 — All rights reserved
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l START I

»
>

Input compressed test
image

Decode with decoder
under test

Compare with source
image data

NO

tests done?

Figure 2 - Decoder testing procedure
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Annex A
(This Annex forms an integral part of this Recommendation | International Standard)
Encoding procedureswith arithmetic coding for a single component

This Annex specifies the encoding procedures using arithmetic coding. The encoding procedures using arithmetic coding
(arithmetic-based coding process) is similar to those using Golomb coding (baseline coding process), which is specified in
Annex A of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000. However, since there are many differences in detail, this independent

Annex is provi

ded for its description. The main differences are as follows:

Binary arithmetic coding is used in stead of Golomb coding.

This Annex p

o classification for regular mode and run mode.
inarization of mapped-error and context modeling for binary arithmetic coding are performed,
he number of samples used in context modeling is increased from four to five.

resumes a single component.

specified in A
NOT

the procedures ijn precisely the manner specified in this Annex. It is necessary only that an encoder or decoder implemen
specified in thig Annex. The sole criterion for an encoder or a decoder to be considered in\eonformance with this Reco
International Stgndard isthat it satisfy the requirements determined by the conformance tests given in Clause 8.

A.1 Codin

A number of

Standard. The coding of these parameters in the compressed image data] and a normative set of default values

these paramet
parameters are

The bits gener|
shall fill bytes

the first output bit, and ag is the last output bit, a, will filEthe most significant available bit position in the currently

output byte, foj
stream, and arrf

Marker segme}
the X'FF' bytg
the arithmetic-|
if happened, st

A.2 Initiali

A21 Init

The difference

nex C.

The necessary modifications for dealing with multiple-componeft scans are

- Thereis no requirement in this Recommendation | Internationa Standard that any encoder or decoder

parametersand compr essed image data

arameters are necessary to specify the arithmetic-based coding process in this Recommendation | |

brs are specified in Annex G. This Recommendation | International Standard does not specify
set in the encoding process by any application using.it, if non-default values are used.

pted by the encoding process forming the comipressed image data shall be packed into 8-bit bytes,
n decreasing order of significance. Asan example, when outputting a binary code a,,, a,.1, a,2,....89
lowed by a1, @y, and so on. When an-output byte is completed, it is placed as the next byte of the
ew byte is started.

nts are inserted in the data strea’as specified in Annex G. In the coded data segment, a bit ‘0’ isii

like the procedures specified.in ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 in the baseline coding pr
based coding process, which is specified in Annex B, no such treatment is necessary because every
all be always followedby X’ 00" byte in the data stream and will not be mistaken as marker code.

sations and._conventions

alisations
5 fromrthe initialisations specified in A.2.1 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 are as folloy

| implement

sh
the function

mendation |

nternational
for some of
how these

These hits
where a, is
incomplete
encoded hit

hserted after
Dcess, but in
X'FF byte,

S:

Initialisation of reconstruction values outside the border of an image

context modeling

Initialisation of additional counters of A, B, C and N, which are caused by the increase of samples used for

Initialisation of variables for arithmetic coding.

Elimination of initialisation of variables for the run mode.

The context modeling procedure specified in this Annex uses the causal template a, b, ¢, d and e depicted in Figure A.1. When
encoding the first line of a source image component, the samples at positions b, ¢, and d are not present, and their reconstructed
values are defined to be zero. If the sample at position x is at the start or end of a line so that either a, c and e, or d is not
present, the reconstructed value for a sample (samples) in position a and e, or d is defined to be equal to Rb, the reconstructed
value of the sample at position b, or zero for the first line in the component. The reconstructed value at a sample in position c,
in turn, is copied (for lines other than the first line) from the value that was assigned to Ra when encoding the first sample in

10 © ISO/IEC 2002 — All rights reserved
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the previous line. If the sample at position x is at the second column of a line so that e is not present, the reconstructed value
for asamplein position e is copied from the value that was assighed to Ra when encoding the previous sample.

The following initialisations shall be performed at the start of the encoding process of a scan, as well as in other situations
specified in Annex H. All variables are defined to be integers with sufficient precision to allow the execution of the required
arithmetic operations without overflow or underflow, given the bounds on the parameters indicated in Annex G:

1. Compute the parameter RANGE: For lossless coding (NEAR = 0), RANGE=MAXVAL +1. For near-lossless coding
(NEAR > 0):

of ITU-T Req
Compute th
2. Initialise

arei+1 insta

corresponds

those of N

3. Initialisg
MAXSisth
inA.5.2, cd
sub-trees, d
MPSvalue]

4. Initialise)
near-lossleq
N

variable, ath
scan.

5. If the ext
and Flag[1.

MAXVAL +2* NEAR
2*NEAR +1

RANGE :L

o

parameters gbpp =[log RANGE |, bpp = max(2, [log(M AXVAL +1) ).

he variables N[0..1091], A[0..1091], B[0..1091] and C[0..1091], where the nomenclaturé [0..i] indi
ces of the variable. The instances are indexed by [Q], where Q is an integer betweefvQ and i. For
to the variable C indexed by 5. Each one of the entries of A isinitialised with the value

{5

bre initialised with the value 1, and those of B and C with the value 0.

the variables for the arithmetic coder, LPScnt[0..M AXS],,MLent[0.MAXS] and MPSvalug[O..N
e maximum index of binary contexts. At the nodes for the-uhary representation of the Golomb codg
unters are initialised as LPScnt[S]=2 and MLcnt[§ =4, where Sis an index of the binary context. A
ounters are initialised as LPScnt[§=4 and MLcnt[S]=8. The sense of MPS MPSvalug[g i
=0 for all the binary contexts.

. T.87 | ISO/IEC 144

RANGE +2°
-6

the error tolerance for near-lossless coding as.nearg=NEAR (in lossless, nearg=0). If an extend
5 coding isindicated, initialise the visual quaitization threshold TQ asis specified in the LSE marke

bugh in coding and near-lossless coding witheut the extension and lossless coding, it is fixed to NEAR during 1

ension of prediction isindicated, initialise the variable Flag[1..M AXVAL]. Flag[Q] isinitialised w|
MAXVAL] with the value.

(see Annex C of

Cates that there
example, C[5]

1 AXS], where
tree described
\t the nodes in
initialised as

ed function of
[ segment..

bte - In the extended near-lossless coding specified in this Recommendation | International Standard, the error t¢lerance nearq is

he encoding of a

th the value 1,

A.2.2

Figure A.1 - Causal template used for encoding with arithmetic coding.

Conventionsfor figures

In the remaining clauses of this Annex, various procedures of the encoding process are specified in software code segments,
written in the C programming language, as specified in ISO/IEC 9899:1990. The syntax and semantics of C shall be assumed
in all code segments contained in this Annex.

All variables used in the code segments are assumed to be integer, and to have sufficient precision to allow the execution of the
required arithmetic operations without overflow or underflow, given the bounds on the parameters indicated in Annex C of
ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 and Annex G of this Recommendation | International Standard. When division and
right shift operations are indicated, all variables used are non-negative integers so that the exact computation of quotients,

© ISO/IEC 2002 — All rights reserved 11
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remainders and shifted quantities is unambiguously specified. The figures are used to specify parts of the encoding process,
and do not constitute, by themselves or in any aggregation, a full implementation of the process.

In addition to the variables and parameters specified in 3.1 for the encoding and decoding processes, the following auxiliary
labels, global variables, and functions are used in the software code segments:

abs(i) Function: returns the absolute value of i in accordance with the definition in 3.1.4 of
ITU-T Rec. T.87 | ISO/IEC 14495-1:2000

max(i, j) Function: returns the maximum of i and j in accordance with the definition in 3.1.47
of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000

min(i, j) Function: returns the minimum of i and j in accordance with the definition in 3.1.48
of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000

AppendToBitfstream(i, j) Function: appends the non-negative number i in binary form to the encoded [bjt
stream, using j bits. Most significant bits are appended first. The process guarantegs
that j bits are sufficient to represent i exactly.

ModRange(i, RANGE) Function: returns the value of i modulo RANGE as described in A.4.5¢

ArithmeticEngode(Bin, S)  Function: encodes a binary decision Bin conditioned with the binary context S by tte
arithmetic coding specified in Annex B.

GetBinaryContext() Function: returns the binary context Sfor a binary decision to be encoded according
to the binarization specified in A.5.2.

GetGolombk(|S) Function: returns the Golomb parameter k used tohinarize a mapped error.

GetByte() Function: reads the next byte from the coded‘image data segment and returns the
byte

A.3 Context determination

In the arithmetic-based coding process, five samples are used/for context modeling in stead of four samples lised for the

baseline coding process. In this case, an explicit run mode“doees not exist, however, contexts with small local gradients are

recognized by pflag.

After a numbe
Figure A.1 shg

I of samples have been coded scanning-from left to right and from top to bottom, the sample x pos{tioned as in
| be encoded. The context at this sample shall be determined by the previously reconstructed valueq Ra, Rb, Rc,

Rd, and Re cgrresponding to the samples a, b;~c, d, and e as shown in Figure A.1, respectively. In lossless|coding, the

reconstructed
presented orde

A.31 Loc

The first step i
neighbourhoog

alues are identical to those pf\the source image data. The stepsin context determination, to be performed in the
[, are the following:

A.3.2 Flat
In the arithmet

bl gradient computation
N the context.determination procedure shall be to compute the local gradient values, D1, D2, D3 and D4 of the
samples, asindicated in Figure A.2.

D1=Rd-Rb;

D2 =Rb—Rg;

D3=Rc—-Ra;

D4 = Ra—Re;

Figure A.2 - Local gradient computation for context deter mination.

region detection

ic-based coding process, an explicit run mode does not exist, however, when the local gradients are all zero (for

lossless), or their absolute values are less than or equal to NEAR, the context that meets the above condition is recognized by a

flag.

12
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if ((abs(D1) <=NEAR) & & (abs(D2) <= NEAR) & & (abs(D3) <=NEAR) )
Zerograd =1,

else
Zerograd =0;

Figure A.3 - Flat region detection procedure.
if ((D1==0)& & (D2==0)& & (D3==0))

Zerograd =1,
ese

Zarack-aal O-
Zcrograd— 9y

Figure A.4 - Flat region detection procedure for lossess coding.

A.3.3 Lpcal gradient quantization

The context] determination procedure shall continue by quantizing D1, D2, D3, and D4 according to the procediire specified in
Figure A.5 and A.6. For this purpose, non-negative thresholds, T1, T2, T3, and T4, are'used. The default yalues of these
thresholds, jand ways to explicitly override these defaults are specified in Annex Gi_In Figure A.5, the gntry Di to the
procedure i$ one of the values D1, D2, or D3 from the local gradient computation &tép’ According to their rdation with the
thresholds, a region number Qi is obtained (Q1, Q2, Q3, and Q4 respectively). Theproceduresin Figure A.5 and A.6 form a
vector (Q1,Q2, Q3, Q4) representing the context for the sample x.

if (Di<=-T3) Qi =-4;

elseif (Di <=-T2) Qi=y3;
eseif (Di <=-T1). Qi =-2;
elseif (Di <—NEAR) Qi =-1;
eseif (Di <='NEAR) Qi =0;
elseif (Di <T1) Qi =1;
elseif{Di <T2) Qi =2;

glseif (Di<T3) Qi =3;

ese Qi = 4;

FigurelA.5 - Quantization of the most significant gradients.

if (D4<=-T4) Q4=-1;
dseif (D4<T4) Q4=0;
dse Q4=1;

Figure A.6 - Quantization of theleast significant gradients.

A.34 uantized grnrhmf merging

If the first non-zero element of the vector (Q1, Q2, Q3) is negative, then al the signs of the vector (Q1, Q2, Q3, Q4) shal be
reversed to obtain (-Q1, -Q2, -Q3, -Q4), and the variable SGN shall be set to -1, otherwise it shall be set to +1. By this
possible "merging", the total of 9 x 9 x 9 x 3 = 2187 possible vectors, defined by the procedure in Figure A.5 and A.6, is
merged into { (9 x 9 x 9+1)/2 } x 3 =1095. The vectors (0, 0, 0, -1), (0, 0, 0, 0) and (0, O, O, 1) are also merged into one context
at the same time. By these possible merging, the possible number of single component contexts will be 1093.

The function to map the vector (Q1, Q2, Q3, Q4) except (0, 0, 0, -1), (0, 0, 0, 0) and (O, O, O, 1) to the integer Q representing
the context for the sample x on a one-to-one basis is not specified in this Recommendation | International Standard. This
Recommendation | International Standard only requires that the mapping shall be one-to-one to produce an integer in the range
of [0..1091].

© ISO/IEC 2002 — All rights reserved 13
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A.35 Adjustment of error tolerance for near-lossdess coding with visual quantization
If near-lossess coding with visual quantization is indicated as an extended function, adjust the error tolerance nearq as in
Figure A.7.
if(1Q1|+|Q2]+|Q3=TQ)
nearq=NEAR +1,
else
nearq=NEAR,
Figure A.7 — Adjustment of NEAR value.
A.4 Prediction
The procedures of prediction is the same as in baseline coding process except that sign flipping specified in Figure A.12 is
performed. The following steps shall be performed in the order specified.
A.4.1 Edge-detecting predictor
An estimate Bx of the value at the sample at x to be encoded shall be determingd from the values Ra, Rb, arjd Rc at the
positions a, b, pnd ¢ specified in Figure A.1, asindicated in Figure A.8.
if (Rc>=max(Ra, Rb))
Px = min(Ra, Rb);
else{
if (Rc<=min(Ra, Rb))
Px= max(Ra, Rb);
else
Px=Ra+ Rb-Rgc;
}
Figure A.8 - Edge-detecting predictor.
A.42 Pre]:jdion Corregtion
After Px is computed, if-Zerograd is zero, the prediction shall be corrected according to the procedure depicted i Figure A.9
or Figure A.10Q, which'depends on SGN, the sign detected in the context determination procedure. The new valu¢ of Px shall
be clamped to the range [0..M AXVAL]. The prediction correction value C[Q] is derived from the bias as specifiedin A.6.2.

14

© ISO/IEC 2002 — All rights reserved


https://iecnorm.com/api/?name=3676cea608caa1c46436db89ff4f1517

ISO/IEC 14495-2:2002(E)

if (Zerograd ==0) {
if (GN ==+1)
Px=Px+C[Q];
ese
Px=Px-C[Q];

if (Px>MAXVAL)
Px=MAXVAL;
dse if(Px < 0)

D ol
TA—U,

Figure A.9 - Prediction correction from the bias.
If the extengion of prediction isindicated, the procedurein Figure A.10 is performed instead of Figure A.9.

if (Zerograd ==0){
Pmed = Px;
if (SGN==+1)
Px=Pmed +C[Q];
else
Px= Pmed - C[Q};

if (Px>MAXVAL)
Px=MAXVAL;
elseif(Px<.0)
Px=0;

if(Flag[Px] == 0){
if (Px< Pmed)
for (Px++; Flag[Px] == O; Px+ +);
else
for (Px--; Flag[Px] == O; Px--);

}

Figure A.10 - Prediction correction for the extension of prediction.

A.4.3 Computation of prediction error

Using the value of Px, corrected by the above procedure, the prediction error, Errval, shall be computed. If the sign of the
context, given by SIGN, is negative, the sign of the error shall be reversed. This is shown in Figure A.11 for the sample at
position x, with value Ix.

Errval = Ix— Px;
if (SGN==-1)
Errval = —Errval;

Figure A.11 - Computation of prediction error.
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Furthermore, in the arithmetic-based coding process, if Zerograd is zero, the sign of Errval shal be flipped according to the
sign of B[Q] as specified in Figure A.12. This process has good effect since the shapes of the distribution of the value of Errval
for positive B[Q] and negative B[Q] is quite mirror like.

if((Zerograd ==0) & & (B[Q] > 0))
Errval =-Errval;

Figure A.12 - Sign flipping.

A.4.4 Error quantization for near-lossless coding, and reconstructed value computation

Inlossless coding (nearq = 0), the reconstructed value Rx shall be set to Ix. In near-lossless coding (nearq>)0), the error shall
be quantized. After quantization, the reconstructed value Rx of the sample x, which is used to encode further sasmples, shall be
computed in tHe same manner as the decoder computes it. These operations are shown in Figure A.13¢
if (Errval >0)

Errval = (Errval + nearq) /(2* nearq +1);
else

Errval =-(nearq- Errval) /(2* nearq +1);

if( (Zerograd == 0) & & (B[Q] > 0))

Rx = Px+ SSGN * Errval * (2*néarq+1);
ese

Rx = Px—SIGN * Errval ¥ (2* nearq +1);

if (Rx<0)
Rx=0;
else if (Rx>MAXVAL)
Rx= MAXVAL;
Figyre A.13 - Error quantization'and computation of the reconstructed value in near-lossless coding.

Notef- In the extended near-lgssless coding specified in this Recommendation | International Standard, the error toleffance nearq is
variable, although in near-lossless coding, without the extension, it is fixed to NEAR during the encoding of a scan.
A.45 Modulo reductienof the prediction error

The error shal| be reduded to the range relevant for coding, ((-RANGE/2].. [RANGE/2]-1). Thisis achieved w|th the steps
detailed in Figpre A-14 (function M odRange()).

if(Errval <0)

Errval = Errval + RANGE;
if(Errval >= ((RANGE +1)/ 2))

Errval = Errval - RANGE;

Figure A.14 - Modulo reduction of theerror.

A.5 Prediction error encoding

The procedures to encode the prediction error are considerably different from those of the baseline coding process. A non-
negative integer MErrval mapped from the variable Errval shall be encoded with the binary arithmetic coder. The mapped
error value, MErrval, is binarized by Golomb code. The Golomb parameter k shall be decided from the activity class Act,
which is derived from accumulated prediction error magnitudes A.
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A.5.1 Error mapping
The prediction error, Errval shall be mapped to a non-negative value, MErrval as specified in Figure A.15.

if(Errval >=0)

MErrval = 2* Errval;
dse

MErrval =-2* Errval -1,

Figure A.15 - Error mapping to non-negative values.

A.5.2 Bjnarization of MErrval with the Golomb codetree

The mappegi-error shall be decomposed into the sequence of binary decisions so as to be encoded with*the bipary arithmetic
coder specified in Annex B. The binarization is done according to a code tree, which is specified according to the activity class
Act associ with the Golomb parameter k asin Figure A.16.

if( Zerograd == 0){
for(k =0; (N[Q] << k) < AQ]+ N[Q]/ 2; Ak +);
if( gbpp <10){
if(k>0)
if(5* (N[Q] << k) > 7= (A Q]+ N[Q] / 2))
Act =2* k;
else
Act=2%K+1;
dse
Act=1,
} else
Act=k +1;
if(C\Act >11) Act =11;
}else
Act =0;

Figure A.16 - Computation of the activity class Act.

The code trpe is compdséd of a number of sub-trees, each of which represents the leaves of 2* and the value ¢f k may differ
according tg the activity class and aso the order of the sub-trees in the code tree. If the leaf to be coded is in the sub-tree now
being separéted, symbol 0 is given, and otherwise symbol 1 is given. In the sub-tree, 2 leaves are binary expressed with fixed
length codd The-total bi nar|zat|on is done combining such sub-tree separanon and in-sub-tree expron Im the code tree
x(Art-1, 0). After
the first some sub-trees, the k parameter of sub-trees may take Iarger value, and sub-trees may be merged into the sub-trees of
the code trees of higher activity classes. Each node of the whole code trees, including both sub-tree separation and in-sub-tree

binarization, is referred by its unique index, which is denoted as S. The index S ranges between 0 to MAXS, where MAXSis
defined as follows :

N

If gbpp < 10,
min(gbpp-1,5) min(gbpp-2,4)
MAXS=min(4, RANGE)+ ) 2<-min(6,/ RANGE/2<)+ > 2¢-min(8[RANGE/2¢])
k=1 k=0

+ 2min(qbpp—1,5) |—RANGE / 2min(qbpp—1,5)—| -1
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otherwise,

min(gbpp-2,9)

MAXS=3+ ) 2¢-min(8[RANGE/ 2¢])+ 2mn»-110. [RANGE / 2mne- 110/
k=1

Figure A.18 shows the structure of the code tree separated into sub-trees in case of gbpp<10. For the case of gbpp>10, the
code tree shown in Figure A.19 is applied. In the figures, the merging of the sub-trees of different activity class trees is
indicated by connecting the sub-trees of lower activity classes to those of the higher activity classes. If RANGE is hot so large
asto use al the sub-trees with mapped-error values, unnecessary sub-trees will be just omitted. At the last sub-tree separation,
that means the largest mapped-error is contained in the sub-trees, the decision result of the sub-tree separation is obvious. Also
if the number of leaves in a sub-tree is larger than the possible mapped error being left, which may occur especialy in near-
lossless cases, not all the leaves of the sub-trees are assigned mapped-errors, and not all the binarization patterns within the

sub-tree will H
decisions. But
coding efficier]

cy.

18

appen. Even in these cases, the arithmetic coder encodes the binary decisions associated with-th
in such obvious cases, since the probability of a symbol is set to 1.0 or 0.0 beforehand, it.does

MErrvalTMP = MErrval;
while(1){
S = GetBinaryContext();
k =GetGolombk (S);
if(MErrval TMP >= (1 << k) ){
ArithmeticEncode(l, S);
MErrval TMP = MErrval TMP €A1 << k);

}
else{
ArithmeticEncode(0,'S);
while(k - -){
S = GetBinaryContext();
ArithmeticEncode((MErrvalTMP >> k) & 1, S);
}
break;
}

}

FigureA.17 - Encoding of binary decisionswith arithmetic coding.

ese obvious
not hurt the
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: binary symbol to be coded
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N

Figure A.18 - Binary decision treefor lossless coding with gbpp<10.
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Figure A.19 - Binary decision tree for lossless coding with gbpp>10.

ped-error encoding

of binary decisions of the mapped.érror value, MErrval, shall be encoded as in Figure A.17, wit
br specified in Annex B. The probability estimate of each binary decision is conditioned on the
is called binary context. Every.node in the sub-tree structure or of binarization within sub-treesin
o counters, LPScnt[S] and MLcnt[S], which are a counter for the LPS (less probable symbol) and 3
PS and MPS (more prebable symbol), respectively. According to the data of the counters, the

probability of

binary symbol is estitnated.

The counters gre initialised as LPScnt[§=2 and MLcnt[§=4 at binary contexts associated with sub-tree separ
LPScnt[S]=4 and MLent[S=8-for binary contexts within the sub-trees. Notice that the counters for the decisions o
symbol never happens areifitialised as LPScnt[S =0 and MLcnt[S=1.

h the binary
ndex of the
Figure A.18
counter for
occurrence

ation, while
h which one

A.6 Updatevariables

The last step of the encoding of the sample x is the update of the variables A, B, C, and N. It is important to note that this
update shall be performed at the end of the coding procedure, after k and MErrval are computed.

A.6.1 Update

The variables A[Q], B[Q], and N[Q] are updated according to the current prediction error, as in Figure A.20. The variables
A[Q] and B[Q] accumulate prediction error magnitudes and values for context Q, respectively. The variable N[Q] accounts for
the number of occurrences of the context Q since initialisation.

20
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if(Zerograd == 0){

if(B[Q] > 0) B[Q] = B[Q] - Errval * (2* nearq+1);
dse B[Q] = B[Q] + Errval * (2* nearq +1);
if(Errval <0) AQ] = AQ]-%
AQ] = AQ]+abs(Errval);
if (N[Q]==RESET) {

AQ]=AQ]>>1,

if (B[Q]>=0)

B[Q] = B[Q] >>1%,

B[Q] = -(@-B[Q]) >>1);
N[Q]= N[Q] >> 1
}
N[Q] = N[Q]+1,

Figure A.20 - Variablesupdate.

NOTE - Inlossless coding, the value added to B[Q] isthe signed error, after modulo reduction.

RESET is 4 JPEG-LS coding parameter whose value is either default or set by'the application (see Annex G).

If the extengion of prediction isindicated, the procedure in Figure A-21.is performed instead of Figure A.20. In

Flag[Rx] inglicating the occurrence of the reconstructed val ue Rx is.al'so updated.

A.6.2

if(Zerograd == 0){
if(B[Q] > 0) B[Q] = B[Q] - Errval * (2* nearq+1);
dse B[Q] = B[Q] + Errval * (2* nearq +1);
if(Errval<0) AQ] = AQ]-%
AQ)= AQ]+abs(Errval);
if/ (N[Q] == RESET) {
AQ]=AQ]>>1,
if (B[Q]>=0)
B[Q] = B[Q] >>1
ese
B[Q] = -((-B[Q]) >>1);
N[Q] = N[Q] >>1;

}

this procedure,

NIQ] = N[Q] +1
Flag[RY] =1
}

Figure A.21 - Variables update for the extension of prediction.

Bias computation

The bias variable B[Q] allows an update of the prediction correction value C[Q] by at most one unit every iteration. The
variables are clamped to limit their range of possible values. The prediction correction value C[Q] shall be computed
according to the procedure in Figure A.22, which also yields an update of B[Q].

© ISO/IEC 2002 — All rights reserved
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The constants MIN_C and MAX_C aredefined in 3.3 of ITU-T Rec. T.87 | 1SO/IEC.14495-1:2000.

A.7 Flow of encoding procedures

The order in which the encoding procedures shall be performed is summatised below.

1.

22

Initialisation:
a. Assign default parameter values to JPEG-L S preset coding parameters not specified by the application
b. Injtialise the non-defined samples of the causal template (see A.2.1).

C.

f.

g
h.

if(Zerograd == 0){
if(2* B[Q] <=- N[Q]){
B[Q] = B[Q] + N[Q];
if(C[Q] > MIN_C)
C[Ql=C[Q]-1;
if(2* B[Q] <=- N[Q])
B[Q] =-(N[Q] >>1)+1;
} else if(2* B[Q] > N[Q]){
B[Q] = B[Q]- N[Q];

IO = MAX—C)
C[Q]=C[Q] +1;
if(2* B[Q] > N[Q])
B[Q] = (N[Q] >>1);

}
Figure A.22 - Update of biasrelated variables B[Q] and C[Q].

(seeA.L).

Compute the parameter RANGE (see A.2.1): For lossless coding, RANGE = MAXVAL +1. For mear-lossless
cdding
*
RANGE - MAXVAL +2* NEAR 1
2*NEAR +1

Compute the parameters gbpp = log RANGE |, bpp = max(2] log(MAXVAL + 1) ).

Fq

5
r each context Q initialise four variables (see A.2.1): A[Q]= max{z, {RANG%” B[Q] = C[C
2

=1, whereQ js an integer between 0 and 1091.
tialise the counters for each binary decision. For each binary context S associated with unary repre
S=2, MLcnt[§]=4. For each binary context S associated

] =0, N[Q]

sentation of
with unary

LPScnt[S]=0, MLcnt[§=1. The sense of MPS MPSvalue]] is initialised as MPSvalug[ =0 for al
contexts.
Initialise the error tolerance for near-lossless coding: nearg=NEAR (in lossless, nearg=0).

er happens,
| the binary

If the extension of prediction isindicated, initialise the parameters: Flag[0]=1, and Flag[1..M AXVAL]=0.

Set current sample to the first sample in the source image.

For the current sample, compute the local gradients according to Figure A.2.

Examine whether the sample to be coded is treated as to be in a uniform image area according to Figure A.3 or A 4.
If the sampleisjudged to be in auniform area aflag Zerograd is set to 1, otherwise Zerograd is set to 0.

Quantize the local gradients according to the steps detailed in Figure A.5 and A.6.
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Check and change if necessary the signs of the components of the vector representing the context, modifying
accordingly the variable SIGN (see A.3.4).

If near-lossless coding with visual-quantization is indicated, adjust the error tolerance according to Figure A.7.
Compute Px according to Figure A.8.

Correct Px using C[Q] and the variable SIGN, and clamp the corrected value to the interval [0..M AXVAL] according
to the procedure in Figure A.9, or if the extension of prediction is indicated, according to Figure A.10, in which
correction of Px is modified in order to avoid a unwanted predicted value.

Compute the prediction error and, if necessary, invert its sign according to the procedure in Figure A.11.
Furthermore, if Zerograd is 0, the sign of the prediction error is flipped according B[Q] asin Figure A.12.

e according to

Flgure A.13. For Iossless coding, update the reconstructed val ue by setting Rx equal to Ix.

Reduce the error to the relevant range according to Figure A.14.
Perform the error mapping according to the procedurein Figure A.15.

bmpute Act which determines the Golomb code structure to decompose the mapped-error value a¢cording to the
rocedurein Figure A.16.

C
P

Afcording to the procedure in Figure A.17, The mapped error value MErrval is-decomposed into binaly decisions by
using the Golomb code tree determined by Act and the binary decisions.are encoded with the afithmetic coder
specified in Annex B.

Update the variables according to Figure A.20. If the extension of<extension is indicated, the variables are updated
according to Figure A.21.

Update the prediction correction value C[Q] according to théprocedure in Figure A.22.
G

D to step 2 to process the next sample.
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Annex B
(This Annex forms an integral part of this Recommendation | International Standard)

Arithmetic coding

This annex specifies the method for using adaptive binary arithmetic coding by extending the syntax for lossless/near-lossless
image compression specified in ITU-T Rec. T.87 | ISO/IEC 14495-1:2000. Coding models for adaptive binary arithmetic
coding are defined in Annex A. In this annex the arithmetic encoding and decoding procedures used in those models are

defined.

B.1 Arithmetic encoding procedures

B.1.1

The arithmetig
one possible rg

Recursive pro|
procedures. W
modified (if n
which occurr

In the partitior

Binary arithmetic encoding principles

coder used in this specification encodes a series of binary symbols, zeros and ones, eacth symbol
sult of abinary decision.

th each binary decision the current probability interval is subdivided into two.sub-intervals, and the
essary) so that it points to the base (the lower bound) of the probability sub-interval assigned to

ing of the current probability interval into two sub-intervals, the sub<interval for the less probable sy

and the sub-i
Therefore, wh
symbols be reg
known in orde

Figure B.1 shows an example of such interval division through an‘initial sequence 0, 1, 0, 0 to be coded.
1.000
A1)
A(011)
Afo1) A(0101)
A(010) [A(0100)
AQ)
A(00)
0.000
Syimbiels'to be coded 0 1 0 0

terval for the more probable symbol (MPS) are ordered suchithat the MPS sub-interval is cld

the LPS is coded, the MPS sub-interval size is added to the bit stream. This coding convention
ognized as either MPS or LPS rather than 0 or 1. Consegently, the size of the LPS/MPS sub-intet
to encode that decision.

representing

bability interval subdivision of the numerica line of [0,1) is the basis for the’binary arithmetic encoding

hit stream is
the symbol

mbol (LPS)
ser to zero.
equires that
val must be

B.1.1.1 Arit

Figure B.1—Interval subdivision of numerical line.

hmetic operation in radix 255 representation

The encoding procedures use fixed precision integer arithmetic and an integer representation of fraction values. In this
arithmetic coding, the numerical line datais treated in radix 255 representation, but one 255ary data is expressed with eight-bit
binary data, which means each byte of the output data stream takes a value from X'00' to X'FE’, though it could take a value
up to X'FF' if the carry propagation is needed.

Consequently the probability interval, Areg, is kept in the integer range of X'FF' < Areg < X'FF' xX'FF with multiplying
Areg by X'FF whenever it fals less than or equal to X'FF. The code register, Creg, containing the trailing bits of the bit
stream, is also multiplied by X’ FF whenever Areg is multiplied by X' FF'.
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Theradix 255 representation has an advantage to let the byte of X' FF' not happen in the original data stream and let the byte of
X'FF can be used for the specia case, which can avoid the accidental generation of markersin the output data stream without
so-called zero insertion.

B.1.1.2 Probability estimation

An adaptive binary arithmetic coder requires a statistical model — a model for selecting conditional probability estimates to be
used in the coding of each binary decision. When a given binary decision probability estimate is dependent on a particular
feature or features (the context) already coded, it is “conditioned” on that feature. The conditioning of probability estimates on
previously coded decisions must be identical in encoder and decoder, and therefore can use only information known to both.

In this arithmetic coding, the occurrence probability of LPS is estimated from the number of cumulative occurrences of the
LPS, LPScri[ ], and thRenumbear counts of both of the LPS and MPS, ML S, Whicir are dependent on each context, S

B.1.1.3 Approximation of interval subdivison with OHP
Theidea LPS sub-interval using the estimated probability of LPS will be given by the following calculation,

Areg X|LPScnt[§ / MLent[S].

However this calculation needs multiplication and may decrease the processing speed1n the arithmetic codipg used in this
specificatiop, in order to avoid such multiplication, one entree is chosen from the fixedvalue table data called Av table, based
on the ratiofof LPScnt[S] and MLent[S], and chosen Av is usually assigned for the-LPS sub-interval independertt to the current
interval Argg. However, the degradation of the coding efficiency due to such appreximation of subinterval maters especially
when the probability of LPS is close to 0.5. Therefore to compensate the degradation of the coding efficiency when the
probability pf LPSis close to 0.5, OHP-“over-half processing”, which is yebmore simple than multiplication, is performed as
follows.

Let us assyme that Areg is between X'8000' to X’10000’, and the value of Av[i] is chosen by comparipg the Prob =
(LP<cnt[S]4<16)/MLent[S] with threshold value Th[]. If the (Areg -Av), which is the default sub-interval of MPS is greater
than X’SOOE, the LPS interval will be Av. But if the (Areg -Av) is less than X'8000, half of the difference of [Areg -Av) and

X’8000 is |llocated to the MPS and the subinterval of thesLPS will be decreased by that amount from Av. This process is
described below and is called as OHP.

if( (Argg-Av) >= X’8000") the LPS interval = Ay,
else the LPS interval = (Av+Areg-X’8000')/2;

B.1.2 Procedures of arithmetic eeding

B.1.2.1 Initialisation
The following initialisatiens shall be performed at the start of the arithmetic coding of the first binary decision of aframe.

The trailing|bits of the code stream are stored in a variable Creg and the current probability interval is stored in g variable Areg.
They are injtidised.as Areg = X'FF xX'FF and Creg = 0. Buf[0] and Buf[1] are two bytes of the code stregm temporarily
stored just gfter they are output from the code register.

MLcnt[§] and LPScnt[§ are the accumulated occurrence counts of both of the binary symbols and that of the LPS for each
binary context S respectively. The number of both the counters shall be large enough to store the counts for all the contexts.
Initial values of the counters are specified in A.2.1 and A.5.3. The maximum value of the counters M AXcnt is set to M AXcnt
= 255. MPSvalue[q is the sense of MPS for each binary context S which takes 0 or 1. MPSvalue[g is initidised as
MPSvalue[S]=0 for all the binary contexts.

Preset Av[0...30] and Th[O0...29]. The LPS probability is given by Prob=(LPScnt[S]<<16)/MLcnt[S and by comparing Prob
with Th[O0...29], appropriate Av[0...30] is chosen.

Av[31] ={

0x7ah6, 0x7068, 0x6678, 0x5ce2, 0x53a6, 0x4ac0, 0x4230, 0x39f4,

0x33fc, 0x301a, 0x2c4c, 0x2892, 0x24ea, 0x2156, 0x1dd6, 0x1a66,

0x170a, 0x13c0, 0x1086, 0x0d60, 0x0b0e, 0x0986, 0x0804, 0x0686,

0x050a, 0x0394, 0x027e, 0x01c6, 0x013e, 0x0100, 0x0000} ;
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Th[30] ={
0x7800, 0x7000, 0x6800, 0x6000, 0x5800, 05000, 0x4800, 0x4000,
0x3c00, 0x3800, 0x3400, 0x3000, 02000, 02800, 0x2400, 0x2000,
0x1c00, 0x1800, 0x1400, 0x1000, 0x0e00, 0x0c00, 0x0a00,0x0800,
0x0600, 0x0400, 00300, 0x0200, 0x0180, 00001} :

B.1.2.2 Search of suitable Av

The calculation of the subinterval is performed based on Av, which basically corresponds to the LPS interval. The suitable Av
is given by comparing Prob = (LPScnt[ S <<16)/MLcnt[S] and Th.

Av aretheva IIJeS assuming Areg between X’8000" and X’10000’, so Av and X'8000’, half of full range, shall.be
sif Aregis not in the range. The times of bit-shifting, wct, is determined from the value of Areg, i
most significamt one-valued bit in Areg searched by the procedure in Figure B.2. An modified Av and X’ 8000’ ar

shifting wct bi

Avd and Hd .

When the prolpability estimate of LPS reaches to the lowest probability 1/255, the Avd is forced'to-be 0x0002,
ility estimate given by LPScnt[S]/MLent[S].

than the probal

Note|
given by dividin
<= MLent[d <
and (1/2)"%, by
operations.

B.1.2.3 Upd

According to t
procedure in R
interval, which

— Av can be searched by a fast tree search.\Since any thresholds, Th, are designated to be a power of two (2
g the 2' and 2" into 2' equal parts. An AV for the LPS can be determined by searching the number satisfying (L

ichoosing one of the divided partstwhich LPScnt[S]/ MLent[S] belongs to by simple shifting, subtracting an

ate of Creg and-Areg
he LPS probability interval Avd and the binary decision Bin, the two registers Creg and Areg are up

Prob = (LPScnt[S] << 16) / MLent[S];
for(Aindex = 0; Aindex < 30; Aindex + +)

if(Prob>Th[ Aindex]) bresk;
for(wct = 0; Areg < (0x 8000 >> wct); wct ++) ;
if((MLcnt[S] == MAXcnt) & & ( LPScnt[S] == 1)) Avd = 0x 0002;
else Avd = AV Aindex] >> wct;
Hd = 0x 8000 >> wct;

Figure B.2 —~Search of Av.

LPScnt[§<<(i+1)), which corresponds to (1/2) ** < LPScnt[S)/ MLent[S] <= (1/2) |, and then, in the range &

igure B.3._Notice that, in the calculation of Creg and Areg in the following procedure, the MPS

modified by

e., from the

b denoted as

hich is less

'), or a point
PScnt] ] <<i)
etween (1/2)'
i comparison

fated by the
probability

26

may-have been modified by so called over-half processing, istemporarily stored in the variable Avd

Avd = ATeg-AV,

if(Avd <Hd) { [* Over-half processing */
Avd = (Avd + Hd)/2;

}

if (Bin==MPSvalug[9]) { /* MPS occured */
Areg = Avd;

} dse{ /* LPS occured */
Creg = Creg + Avd,
Areg = Areg - Avd;

}

Figure B.3—Update of Creg and Areg
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B.1.2.4 Update of counters

Basically, MLcnt[§ counter for both binary symbols are incremented after every binary decision is encoded and when it
reaches to M AXcnt, both of the counters MLcnt[S] and LPScnt[S] are halved. However, the increment of the total counter is
suspended if the LPS probability estimate reaches to the lowest probability until the LPS occurs. While the increment of the
counters is being suspended, the Avd is forced to be 0x0002, which is alittle smaller than the theoretical Avd corresponding to
probability estimate of 1/M AXcnt. Thisisasimple treatment to improve the coding efficiency for high-skewed images.

if(MLent[S] == M AXcnt){
if(Bin!=MPSvalud S]){
MLCni[S[= (MLcni[S[+ 1) 7 2+ 1,
LPScnt[S] = (LPSent[S] +1) / 2+1;
} dlseif(LPScnt[S]!1=1){
MLcnt[S] = (MLent[S] +1) / 2+1,
LPScnt[S] = (LPScnt[S] +1) / 2;

}
}else{
MLent[S] + +;
if(Bin!=MPSvalug S]) LPScnt[S] + +;
}
if(MLent[S] < LPScnt[S]* 2){  /* change the sence of MPS* /
LP<cnt[S] = MLent[ S] - LPcnt[S);
MPSvalug S] =1- MPSvalug-S];

Figure B.4“Update of counters.

B.1.2.5 Renormalization of Areg and-CGreg and output data bit stream

Though the|data steam is expressed in radix 255, integersin Creg and Areg are expressed in radix 2. Therefore| before putting
out a byte ffom Creg to Buf[0] by fenormalizing Creg, the output byte having a value expressed in radix 255 i calculated by
(Creg>>8 H{Creg +1) >>8.

Propagatior] of carry-over intothe bit stream from the code register can be stopped in the two saved bytes, BurlO] and Buf[1],
just by profagating carry;over bit into the saved bytes. If both Buf[1] and Buf[0] are X’ FE’ and carry-over fronp Creg occurrs,
Buf[1] and|Buf[0] willbe exceptionally X'FF' and X'00’, respectively. In this case, however, since the [X'FF byte is
necessarily followedby a X’ 00" byte, proper detection of markersis possible.
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if( Areg <0x100){
if(Creg >=0xff* Oxff){
Creg - = 0 xff* O xff;

Buf[0] + +;
if(Buf [0] == O xff){
Buf[0] =0;
Buf [1] ++;
}
}
AnnendTaRitCStr o (D f 1] O).
’_‘HH\‘I U T UTUOT \MII\I—IUI LJ.J,\J/,

Buf [1] = Buf [O];
Buf[0] = ((Creg >> 8) + Creg +1) >> 8;
Creg + = Buf[0];
Creg = ((Creg & 0xff) << 8) - (Creg & 0xff);
Areg = (Areg << 8) - Areg;

}

Figure B.5 - Renor malization of Areg and Creg,

B.1.2.6 Termination of encoding

After encoding all the binary decisions, the encoder outputs four bytes of Buf{1], Buf[0] and Creg.

B.2 Arithmetic decoding procedures

B.2.1 Binary arithmetic decoding principles

The probability interval subdivision and sub-interval ardering defined for the arithmetic encoding procedures alsofapply to the
arithmetic decgding procedures.

Since the bit sfream always points within the current probability interval, the decoding process is a matter of detgmining, for
each decision, fwhich sub-interval is pointed t@ by the bit stream. This is done recursively, using the same probab|lity interval
sub-division pfocess as in the encoder. Each time a decision is decoded, the decoder subtracts from the bit streamjany interval
the encoder added to the bit stream. Therefore, the code register in the decoder is a pointer into the current probabllity interval
relative to the base of theinterval.

The approximations and integer (arithmetic defined for the probability interval subdivision in the encoder must alsp be used in
the decoder. Hpwever, where the encoder would have added to the code register, the decoder subtracts from the code register.

B.2.2 Progeduresofarithmetic decoding

B.2.2.1 Initigligation for decoding

The following initialisations shall be performed at the start of the arithmetic decoding.

The trailing bits of the code stream are stored in avariable Creg and the current probability interval is stored in a variable Areg.
After the first two bytes of the code stream, which are always X’00’, are removed, the third byte multiplied by X’ FF plus the
fourth byte of the code stream shall be stored in Creg asitsinitial value. Aregisinitialised as Areg = X' FF' xX'FF'.

MLcnt[S] and LPScnt[S], the accumul ated occurrence counts of both of the binary symbols and that of the LPS for each context
S areinitialised as specified in A.2.1 and A.5.3. The maximum value of the counters MAXcnt are initialised as MAXcnt =
255,

Preset Av[0...30] and ThJ[0...29] by the same manner as in the encoding specified in B.1.2.1.
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B.2.2.2 Search of suitable Av
A suitable Av is searched by the same procedure as in the encoding specified in Figure B.2.

B.2.2.3 Determination of a binary decision

A binary decision Bin is determined by comparing the MPS probability interval with the value of Creg asin Figure B.6. Also
in the following procedure for decoding, the MPS probability interval, which may have been modified by over-half processing,
istemporarily stored in the variable Avd.

Avd = Areg-Avd,;
if(Avd<Hd){ /* over-haf processing */
Avd = (Avd + Hd)/2;

}

if (Creg<Avd){ /* MPSoccurred*/
Areg = Avd;
Bin = MPSvalug[S];

} else{ /* LPS occurred */
Creg = Creg-Avd;
Areg = Areg-Avd;
Bin = 1-MPSvalug[S;

Figure B.6 - Determination of a binary decision.

B.2.2.4 Update of counters

The counterfs are updated by the same procedure as in the encoding specified in Figure B.4.

B.2.2.5 Renormalization of Areg and Creg

Whenever the current probability interval Areg.becomes lessthan X’100’, another byte is read from the code stream into Creg,
and both Arpg and Creg are renormalizedby-multiplying X' FF asin Figure B.7.

if( Areg <0x100){
Creg = (Creg << 8) - Creg + GetByte();
Areg =(Areg <<8) - Areg;

}

Figure B.7 — Renormalization of Areg and Creg
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Annex C

(This Annex forms an integral part of this Recommendation | International Standard)

Encoding with arithmetic coding for multiple component images

C.1 Introduction

For encoding images with more than one component (e.g., colour images) using the arithmetic-based coding process, this
Recommendation | International Standard supports combinations of single component scans and multi component scans, as
specified in Annex C of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000. For multi component scans, two modes (described below)
are supported: line interleaved and sample interleaved. The specific components per scan are specified in the scan header (see

Annex of ITU
describes the

2 (sample intefleaved).

For multi-com
a single set of
prediction ang
independent, T
another compg

All the encodi
new scan is to
the frame head

C.2 Linein

c21

Thismodeis s
component C;
component C;

Des

T Rec. T.87 | ISO/IEC 14495-1:2000), as well as the interleave mode (as specified by parameter; I[L V), which
ructure within asingle scan. The parameter LV admits the values O (non-interleaved), 1 (line-ihtéfleaved) and

bonent scans, a single set of context counters (A, B, C and N) is used across al the compornents in the scan. Also
variables for the arithmetic coding (e.g., MLent, LPScnt, MPSvalue) is used acrossral the compgnents. The
context modelling procedures shall be performed as in the single component*case, and are| component
neaning that samples from one component are not used to predict or compute the context of
nent.

be encoded (starting from Step 1 in A.7). The dimensions of each-component are given by the in
er.

terleaved mode

Cription

becified by setting the parameter ILV in the start'of scan marker segment to avalue of 1. In this mqde, for each
in a scan, a set of V; consecutive lines is encoded before starting the encoding of V., lines of thg subsequent
L. ThevaluesV; are specified in the start of frame marker segment as vertical sampling factors. Foi a scan with

Ns componentg, the number of linesinterleaved and encoded follows the sequence

V1iVy ... Vns Vi Vs ... Vs, V1 Vs ... Vi, €tC.

The flat regioh detection, prediction and context determination procedures shall be performed as in the singlg component

mode, and do pot use information from the_multiple components. The flush procedure will be executed only at the end of the

scan.

C.22 Progessflow

The process flpw for the line'interleaved encoding mode is specified below, in terms of the general process flow divenin A.7.

For convenienL‘e, the stepS)are numbered identically to thosein A.7.

1. Initiglise asingle set of variablesasin Step 1 in the procedure described in A.7.

2. FollgwSteps 2 - 16 in A.7 for the current sample in the current component (i). The reconstructed valueq Ra, Rb, Rc,
Rd, and Re used for context modelling and prediction correspond to the current component.

17. Return to Step 2. If all the samples of V; consecutive lines of the i component have been processed, continue with

sam

ples of component i + 1 (or component 1, if i was the last component). Otherwise, continue with samples from

component i.

C.3 Sampleinterleaved mode

C31l

Description

This mode is specified by setting the parameter ILV in the start of scan marker segment to a value of 2. In this mode, one
sample at atime per component shall be encoded. Asin the line interleaved mode, the same counters shall be used across all
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components, and the flat region detection, prediction and context determination procedures shall be performed as in the single
component mode, and shall not use information from the multiple components.

In thisinterleaved mode all components which belong to the same scan shall have the same dimensions.

C32

Process flow

The process flow for the sample interleaved mode is described below in terms of the general process flow given in A.7. For
convenience, the steps are numbered identically in this clause.

Initialise asingle set of variables, asin step 1 in the procedure described in A.7.

1.
2.
C
C
r
(o
17. A
t
C.4 Min
For non-int

ILV =2), the MCU isaset of Nslines, oneline per component, in the orderspecified in the scan header.

N

For line intg

followed by Vs lines of component Cy.. In addition, the encoding process shall extend the number of lines
that the lastfM CU is completed. Any line added by an encoding process to complete a last partial MCU shall
the decoding process.

bmponent i+1 are performed. Steps 2-16 of sample j+1 of any component are not performed until
pbmpleted for al the samples| for al the components. The same set of variables is used in these-ste
bgion detection, context determination and prediction are performed for each component separately.
f the sample j in component i+1 uses the variables already updated by the samplej in the previous cd

| the samples in the same position j, for all the components, have now been encoded. The encoder d
b step 2 above to continue with the sample in position j+1 for all the components,

mum coded unit (M CU)

brleaved mode (Ns = 1, ILV =0), the minimum coded unit is‘ené line. For sample interleaved

DTE - The order in the scan header is determined by the order indhe frame header.
brleaved mode (Ns> 1, ILV = 1), the MCU is V, lines.of*component C; followed by V, lines of co

Follow steps 2 to 16 in the procedure described in A.7 for each one of the current samples of each component. Steps

WAl 4 +la (l H £ 4l d o clkall laotadl loof tho-ct Lo T WA 4 +lo 1 1 fh
LU TUN UIC oATIPrc Ul Uic CUTIPUTICTIU T oNdi'T - UT CUITIPICLCU JCTUTT UNC olCYo 271U TUT T MIIHIJJ O t e neXt

these steps are

s, but the flat
The encoding

mponent i.

hall now return

mode (Ns> 1,

mponent C,, ...
f necessary so
be removed by
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Annex D

(This Annex forms an integral part of this Recommendation | International Standard)

Extended functionsfor the baseline coding model

This annex specifies extended functions of near lossless coding, prediction and Golomb coding, which are applied to the
baseline coding process. The extensions of near-lossless coding and prediction can be also applied to the arithmetic-based
coding model. The procedures on the arithmetic-based coding model are described in Annex A.

D.1 Extensions of near-lossess coding

D.11

The operation
present where

To apply this g
A of ITU-T Re

a) ImA.2.1, initialise the visual quantization threshold TQ asis specified in the LSE marker segment.

b) A

o) A.
d) A.

e Al.

The procedure)
Recommendat

D.1.2

The operation
ID=X"06", wh
encoded with
miscellaneous

Neaf
of near-lossess coding with visual quantization is indicated by the LSE marker with ID=X"07,

xtended function to the encoding procedures using Golomb coding (baseline coding process) specifi
c. T.87 | ISO/IEC 14495-1:2000, the description of the procedures shall be modified‘as follows :

Neal

-losdess coding with visual quantizaion

ables or miscellaneous marker segments may appear (see Annex G).

fter A.3.4, set the error tolerance for near-lossless coding using visual guantization as follows :
if(IQ1+|Q2+|Q3F=TQ)

nearq = NEAR+1,
else

nearq = NEAR,;

of this extended function in the@rithmetic-based coding processis described in Annex A of this
on | International Standard.

-losdess coding.with NEAR value re-specification

of near-lossless coding with NEAR vaue re-specification is indicated by the LSE marker sg

4.4isthesameasinITU-T Rec. T.87 | ISO/IEC'14495-1:2000 but with “nearq”’ replacing “NEART .
5.2isthesameasin ITU-T Rec. T.87 |.ISO/NEC 14495-1:2000 but with “nearq” replacing “NEAR’|.
6.1listhesameasin ITU-T Rec. T.8%| ISO/IEC 14495-1:2000 but with “nearq” replacing “NEAR.

which may be

bd in Annex

gment with

ich specify/the new NEAR value applied to the near-losdess coding after this and the numbe
the jprevious NEAR value. The LSE marker segment with ID=X'06" may be present whe
marker segments may appear or in the middle of the coded |mage data segment (see Annex G).

o

X'FF byte inla

of MCU’s
e tables or
herefore, a

ggment. The

control procedure for encodr nganMCU is also modified as deecnbed in Annex H. Wrth thrs marker segment the difference
bound related to the regular mode and the one related to the run mode can be specified independently by specifying NEAR and
NEARRUN asdescribed in G.1.2.2.

To apply this extended function to the baseline coding process specified in Annex A of ITU-T Rec. T.87 | ISO/IEC 14495-
1:2000, the description of the procedures shall be modified as follows :

a) A.3.2isthesameasinITU-T Rec. T.87 | ISO/IEC 14495-1:2000 but with “NEARRUN” replacing “NEAR”.

b) A.7.11isthesameasin|TU-T Rec. T.87 | ISO/IEC 14495-1:2000 but with “NEARRUN" replacing “NEAR”.

c) A.7.2isthesameasin ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 but with “NEARRUN?" replacing “NEAR”.
Also, in Quantize(Error) caled in Figure A.19, which is specified in Figure A.8, “NEAR” is replaced with

32
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After NEAR (and NEARRUN) are re-specified, the values of the parameters T1, T2, and T3 are reverted to the default values
corresponding to the new value of NEAR. If an LSE marker segment with ID=X"01" or ID=X"0C’ follows the L SE marker
segment with 1D=X’"06’, these thresholds may be redefined. RESET and MAXVAL may aso be changed by this segment.
Next, the variables RANGE, LIMIT, gbpp, A[l], B[], C[], N[], Nn[], and RUNindex are reset as if a restart marker was
detected. If the extended prediction is used, the number of elements of SPf[0..RANGE], SPm[0..RANGE] are adjusted
corresponding to the new value of RANGE, and SPx, SPt, SPf[], SPm[] are also reset. Note that RANGE and gbpp used in the
regular mode and those in the run-interruption sample encoding are different if NEAR and NEARRUN are not identical. In
this case, RANGE and gbpp for the run-interruption sample encoding shall be additionally prepared according to the re-
specified NEARRUN.

D.2 Extensionsof prediction on baseline coding model

This clausd
procedures
arithmetic-h

D.21

I

specifies the procedure of the extended prediction Dy describing the changes and additions-id
fefined in Annex A of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000. The procedure of extension of\pr
ased coding processis specified in Annex A.

itialisations

Initialisations are the same as A.2.1 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 but adding thefollowing initia

5. Initia
SPm[0..RA

6. Initialise

D22 P

se the wvariables for symbol packing: SPx=1, SPt=1, (SPf[0] =1, SPf[]
NGE]={0,1,2,3,....,RANGE-1,RANGE}

the variable Flag[0..M AXVAL], Flag[0] isinitialised with the value-1,.and Flag[1..M AXVAL] wit

rediction Correction

The procediire described in A.4.2 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 is replaced by the following proc

After Pxis
SGN, the

[0.MAXVA
ISO/IEC 14

Sign detected in the context determination procedure. The new value of Px shall be clampeq
A\L]. The prediction correction value C[Q] is derived from the bias as specified in A.6.2 of ITU
195-1:2000.

Pmed = Px;
if (SGN ==+1)

Px = Pmed +C[Q];
else

Px = Pmed — C[Q];

if (Px>MAXVAL)
Px=MAXVAL;
dseif(Px <0)

the encoding
pdiction for the

isations.
| .RANGE]=0,

N the value O.

bdure.

computed, the prediction shall be corrected according to the procedure depicted in Figure D.1 which depends on

to the range
LT Rec. T.87 |

Px=0;

if(Flag[Px]==0) {
if (Px<Pmed)
for (Px++ ; Flag[Px]==0;Px++),
else
for (Px--; Flag[Px]==0;Px--);

FigureD.1 - Prediction correction.
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D.2.3 Symbal packing

After the mapped error value, MErrval is computed in A.5.2 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000, symbol packing is
carried out, as described in Figure D.2.

TMErrval = MErrval;

MErrval = SPm[TMErrval];

if (SPf[TMErrval] == 0 && TMErrval<SPt) MErrval = MErrval + SPx;
Figure D.2 - Symbol packing

D.24 Updatevariables
The update of yariablesisthe same as A.6 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 except followingymodificatjons.

a InFigure A|12 of ITU-T Rec. T.87 [ ISO/IEC 14495-1:2000,
AlQ] = A[Q]+abs(Errval);

is replaced by

AlQ] = AlQ]+((MErrval+1)>>1);

as described in Figure D.3.

B[Q] = B[Q] + Errval * (2* NEAR +4);
AQ]=AQ]+((MErrval+1) >>1);
if (N[Q]==RESET) {
AQl=AQ]>>1
if (B[Q]>=0)
BIQ}= B[Q] >>1,
else
B[Q] = -(1-B[Q]) >>1);
N[Q]=N[Q] >>1,
}
N[QI = N[Q] +1;

Figure D.3 - Variable update.

b) After bias gomputation specified in A.6.2 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000, the procedure to updat¢ parameters
for the extended prediction is carried out asin Figure D.4.

Flag[Rx] = 1,
if (SPf[TMErrval] == 0) {
if(TMErrval >= SPt) {
for (iI=TMErrval-1; i>=SPt; i-- ) SPm[i] =SPn[i]-SPX;
SPt = TMErrval+1;
SPmM[ TMErrval]=SPx;
}
else{
for (i=SPt-1; i>TMErrval; i--) {
if(SPAfi]) {
SPmM[TMErrval]=SPm[i];
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SPmi]++;
}
else SPM[i]--;
}

}
SPf[TMErrval] = 1,

SPX ++;

Figure D.4 - Update of variablesfor symbol packing

D.25 Runinterruption sample encoding

The procedpre of the run interruption sample encoding is the same as A.7.2 of ITU-T Rec. T.8% | ISO/IEC] 14495-1:2000
except following changes.

a) Figure Af22 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 is replaced by Figure D.5escribed below.

TEMErrval = 2*abs(Errval) — map;

FigureD.5 - Errval mapping for fun‘interruption sample.

b) After the|mapped error value, TEMErrval is computed,*symbol packing is carried out, asindicated in Figure [}.6.
EMErrval = SPm[TEMErrval] - Ritype;
if (SPf[TEMErrval] == 0 & & TEMErrval<SPt) EMErrval = EMErrval + SPx;

FigureD.6 - Symbol packing for run interruption sample.

¢) Change grocedure 9 of A.7:2/of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 as follows :

9. Update the variablesforrun interruption sample encoding, according to Figure A.23 of ITU-T Rec. T.87 | I$O/IEC 14495-
1:2000. Further moré€, in case of TEMErrval is the first found, variables for symbol packing shall be updated, following the
same proceglure astinrthe regular mode, Figure D.4, but using TEMErrval instead of TMErrval.

D.2.6 Flow of encoding procedures
The flow of encoding procedures isthe same as A.8 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 except following changes.

In step 1, add following steps.

h. Initidise the variables for symbol packing: SPx=1, SPt=1, SPf[0] =1, SPf[1.RANGE]=0,
SPm[0..RANGE]={0,1,2,3,....,RANGE-1,RANGE}

i. Initialise the variable Flag[0..M AXVAL], Flag[Q] isinitialised with the value 1, and Flag[1..M AXVAL] with the value 0.
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Change step 7

asfollows.

7. Correct Px using C[Q] and the variable SGN, and clamp the corrected value to the interval [0..M AXVAL] according to the
procedurein Figure D.1.

Change step 13 asfollows.

13. Compute the mapped error value MErrval according to the procedure in Figure D.2, and encode using the limited length
Golomb code function LG(k,LIMIT), as specified in A.5.3 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000.

asfollows

Change step 1.
14. Update the

D.3 Exteng

This clause sp
for bi-level im
ISO/IEC 1449
and ENT=X"0

D.31 Gol

In order to cor
includes the b

ITU-T Rec. T|

variables according to Figure D.3 and D.4.

ion of Golomb coding

ecifies the two modifications of Golomb coding, Golomb code completion andwrun interruption hahdling (only
pges), which will improve the coding efficiency of Golomb coding specifiedin Annex A of ITU-T| Rec. T.87 |
b-1:2000. The operation of the extended Golomb coding is indicated by thét SE marker segment with | D=X"05’
1’ (see Annex G).

bmb code completion

nplete the Golomb code for the usual case in which RANGE is a power of 2 (namely, RANGE = qupp), which
nary case (gbpp=1) in which an incomplete code.is)particularly damaging, the coding procedurejof A.5.3 of

B7 | 1ISO/IEC 14495-1:2000 shall be modified bytinserting the phrase, if the unary part contains thpp_k—l Zeros,

then the termi
mode, them

D.3.11 Ma

ating one shall be omitted, as st;own below. The validity of this procedure is based on the fact that, in regular
ed error value never exceeds 2" -1 (it eanreach RANGE only in casesin which RANGE is odd),.

ped-error encoding with Golomb-code completion
defined by

stream without change-with the most significant bit first, followed by the remaining bits in decreas
significange.

Otherwisd, LIMIT - gbpp -1 zeros shall be appended to the encoded bit stream, followed by a binary one.

- gbpp - 1,
the value of
encoded bit
g order of

The binary

representgtionof MErrval - 1 shall then be appended to the encoded bit stream using gbpp bits, with the mosg

t significant

bit first, followed by the remaining bits in decreasing order of significance.

bpp-k
If the unary part contains 2" zeros, then the terminating one shall be omitted.

For run interruption coding, the mapped error value can be RANGE aso in cases in which RANGE is even. To avoid this
situation, the procedure in Figure A.21 of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 shall be modified adding an additional
“elseif” statement just before the final “else” statement asin Figure D.7. Notice that by this modification, it is no longer valid
that every code word contains at least one ‘1’ except for runs of length zero. This may render the handling of zeros inserted for
byte compl etion before a marker somewhat more intricate.

36

© ISO/IEC 2002 — All rights reserved


https://iecnorm.com/api/?name=3676cea608caa1c46436db89ff4f1517

ISO/IEC 14495-2:2002(E)

if (k==0) && (Errval >0) && (2* Nn[Q] < N[Q]))
map =1;

dseif ((Errval <0) && (2* Nn[Q] >= N[Q]))
map =1;

elseif ((Errval <0) & & (k'=0))
map =1;

dseif ((2* Errval ==-RANGE) & & (RItype==0))
map =1;

dse

naSE-—=.

ey U;

Figure D.7 - Computation of map for Errval mapping.

D.3.2 Runinterruption handling for gbpp=1

In case the ode is not sample interleaved and gbpp=1, the encoding of the run interruption sample is superflugus and shall be
omitted. Nqtice that in sample interleaved mode this is not the case, as a run@nay’ be interrupted by a sampl¢ of a different
value in some component, while in another component the correspondingample value equals that of the run. Hence, run
interruption| coding is still required in that case. When this option is spécified, the procedure 18 in the flojv of encoding
procedure described in A.8 of ITU-T Rec. T.87 | 1SO/IEC 14495-1:2000.iS replace by “ Go to Step 16”.
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Annex E

(This Annex forms an integral part of this Recommendation | International Standard)

Fixed length coding

This annex specifies amethod to encode image samples by using afixed length code instead of a Golomb code.

E.1 Introdpgetion

The operation|of fixed length coding is indicated by specifying a corresponding LSE marker segment.

The

| SE marker

segments may|be present where tables or miscellaneous marker segments may appear, or in the middle of ‘eoded image data
segments, that] is, a number of MCU’s in a scan can be encoded with fixed length code. When fixed length coding is

performed parfially in a scan, the start and the end of MCU’s encoded with fixed length coding @r€ specified

marker segmeits with ID=X"09" and |

D=X"0A’, respectively (see Annex G and Annex H).

Notel- Itisnot alowed to use afixed length code in the arithmetic-based coding process.

E.2 Fixed length coding

by the LSE

To encode sanjples with afixed length code, the following procedures are performed instead of the procedures spegified in A.3
to A.7 of Anngx A of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000.

a) Compute Qx = (Ix + NEAR)/(2*NEAR + 1);

MAXVAL + NEAR

b) Encode Qx |n binary using [ log ( L

the AppendT oBitStream function.

¢) Compute Rx = Qx * (2*NEAR+1) (Note:Rx is needed if the next MCU is not encoded with a fixed-length code

2* NEAR +1

maintain thIddefi nition of the decoder requirements, which relies on Rx).

d) When need

, perform bit stuffing asinthérest of Annex A.

J 1Y bits (Note: This number defers from gbpp). To this end, use

and also to

38
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F.1 Inver

specification

Let

Annex F

(This Annex forms an integral part of this Recommendation | International Standard except F.2)

Sample transfor mation for inverse colour transform

secolour transform

marker segment (see G.1.2.8).

HALFTRANS=| (MAXTRANS+1)/2 |.

Theinversettransformed values §, 1 <i < Nt, are computed as follows:

Fori=1,2,

Fori=1,2,

..., Ntdo
R =R —HALFTRANS: (1- CENTER()

..., Nt do

If CENTER; = Othen

i-1 Nt ~
D AGS A LR,
=

j=i+l

S =R+

Alernatlona Standarag - DLOCEeC 210 2CONS a d
Ciay Ci, ... » Cipny Of Nt components of a frame is specified. Let Ry, Ry, .(.
samples output by the decoding process for a given sample location in the respective components Ci), Ciajy-:..
samples arglinverse-transformed into output image samples S, S, ... , Syt having the same precision P as the def
The participating components and a description of the inverse transform are specified in an' inverse ¢

Q
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ding values of
Ry denote the
, Ci(Nt) . These
coded samples.
plor transform

ZNORM,
Else
i1 Nt R
ZAi,iSi +2Ai.j—1Ri
- j=1 j=i+1
S=R-|- 2NOIRM‘

Reduce § modulo (MAXTRANS+1) totherangeS, 0<S§ < MAXTRANS.

Note - Usually, the specified inverse transform shall be used to reverse (in alossless manner) a corresponding forward transform
which is applied to an image and generates source image data. The corresponding forward transform must be amenable to a “lifting”
theformR=S+f(S, S, ..., S.1, R+, R, ..., Ry). This condition ensures |ossless reconstruction without any restriction on

expression of
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the function f( ), since the function involves sample values that are recursively available to both the encoding and the decoding process. The
transform description specified in this Recommendation | International Standard restricts the functions f( ) to be normalized linear
combinations (with coefficients A;; normalized by a power-of-2), with integer constraints guaranteed by the “floor” brackets. The linear
combinations and normalizations (namely, the operations inside the brackets) are carried out over the integers, whereas the
additions/subtractions outside the brackets are carried out modulo a specified value (M AXTRANS+1) to preserve the precision. The lossdess
property requires that MAXTRANS be at least as large as the maximum value of the samples in the participating components. In addition,
the lossless property assumes that the range of possible values adopted by the function f( ) is no wider than (MAXTRANS+1), and it is
centered either at 0 or at HALFTRANS. Function vaue ranges that are centered at O are assumed to be added and the result reduced to the
range [0..M AXTRANS] in the forward transform, to generate source image data. Function value ranges that are centered at HALFTRANS
are assumed to be subtracted and the result reduced to the range [-HALFTRANS .. HALFTRANS-1]. Further addition of HALFTRANS
after forward transformation ensures that the source image data take non-negative values. The parameter CENTER; specifies the center of
each interval (0 for 0, 1 for HALFTRANS). This inverse transform description covers approximations of al commonly used forward
lossless transforms.

F.2 Example and guideline (Informative)

Assume an impge with three components labeled R, G and B. The precision is P=8, and MAXVAL =255 for al ¢gomponents.
The god isto gpproximate the following forward transform, where R, G and B are valuesin the range0;< R, G, B {4 255:

R o4R-G,
B -B-G,
e 4+ R+B

A "lifting" approximation of the above transform, which also preserves pregision, is given by

R 9 R-G (reduced modulo 256 to therange —128 < R, <127),
B' 5/B-G (reduced modulo 256 to therange —128 < B! <127),

G 3G { R Z B J (reduced modulo 256 to therange0 < G' < 255).

In the last assignment, the operations inside the“floor" brackets are carried out over the integers, whereas the addition outside
the brackets ig carried out modulo 256. The.values R and B' are in the range -128 < R, B' < 127, but for thg purpose of
encoding, al cpmponents are shifted to the non-negative range by the following transformation:

R'4R +128
B4 B +128
G'1G.

The encoding | . s = dge given by
the components R*, G" and B". In thls example |t is assumed thaI the encodlng is Iosslesa i.e, NEAR= 0 On the decoding
side, the inverse transform, which recovers R, G and B from R", G" and B", is given in two stages. In the first stage, R, B' and
G' arerecovered as follows:

R =R"'-128§,
B'=B"-128§,
G =G".

In the second stage, R, G and B are recovered as follows:
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G

R=
B=
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=G - L R Z B J (reduced modulo 256 to therange 0 < G < 255),

R + G (reduced modulo 256 to therange0 < R< 255),
B' + G (reduced modulo 256 to therange0 < B < 255).

In the computation of G, the operations inside the "floor" brackets are carried out over the integers, whereas the subtraction
outside the brackets is carried out modulo 256.

The inverse
assume firg|

FFF8  #|SE marker
0018  #|ength of marker segment = 24 bytesincluding the length field
0D #]D=X'0D’, inverse transform specification marker segment
00 FF #MAXTRANS=255
03 #Nt=3
02 #] D of first component in the transform (G")
01 #] D of second component in the transform (R")
03 #]D of third component in the transform (B")
82 #F1. CENTER;=1, NORM =2
0001 #A14=1
0001 #A,=1
00 #F.. CENTER,=0, NORM =0
0001 #A,=1
0000 #§A,,=0
00 # 3. CENTER3;=0, NORM ;=0
0001 #RAs=1
0000 #As32=0
The comporter
G =R =R, -128-(1-CENTER,) =G",
R =R, =R, -128-(1-CENTER,) = R" -128,
=R, =R, -128-(1-CENTER,) = B" -128.
Now,

© ISO/IEC 2002 — All rights reserved

that the components R“ G" and B" were labeled, in the SOF marker segment with the ID numbg
and X'03' rgspectively. Then, the inverse transform specification marker segment is constructed as follows:

s X'01', X'02'

NS=128, and
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~ | AR +AR LB
G=S =R - %RMHRS :G-_[RZBJ (reduced modulo 256100 < G < 255),
.~ | A,,S +A,R
R=S, =R, + % =R +G (reduced modulo 256t00 < R< 255),
~ A +A
B=S,=R, + % = B'+G (reducedmodulo256t00 < B < 255).
Numerica example:

Assume R=2(
"—" denotesr

R =200-10
B'=55-10=
-6

5

190 — —66,

45 — 45,

=44,

G :10+L

R'=-66+12
B" =45+128
G'=4.

ThevaluesR",

On the decoding side, the values R5.G", B" are output by the decoding process. The following computations effec

color transforn

G =G"=4,
R =R'-128
B =B"-128

.

+ 45J

—66;
45|

0, G=10, B=55 in the original image. The following computations are performed ond¢he ‘encoding
pduction modulo 256 to the range specified by the procedure.

G", B" areinput to the encoding proess.

side, where

the inverse

624{%%4%:10%10,

R=-66+10=-56 — 200,
B=45+10=55— 55.

42
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Annex G

(This Annex forms an integral part of this Recommendation | International Standard)

Compressed data for mat

specifies three compressed data formats for the extended JPEG-L S processes:

1.Theinterchange format;

2.The abbreviated format for compressed image data;

These compressed data formats closely follow the compressed format specified in Annex C of ITU-TURec. ]

14495-1:20
1:2000.

G.1 Gen

G.1.1 Marker assignments

All the marker segments specified in ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 are compatible in this Rec
Internationd Standard. In order to indicate to use extended functions gpecified in this Recommendation

Standard, a
segment is

Extended fynctions of JPEG-LS extension are identified by using JPEG-LS preset parameters marker, L SE
with the table 1D greater than X’ 04’. The details are described below.

Glz2 J

The L SE marker segment may be present where tables,or miscellaneous marker segments may appear, except f

table ID=X
tables speci
previous sp

collectively

The marker

L SE:

L

1D:

3 The abbreviated format for mapping tables and parameters specification data.

DO, and this Annex specified only the changes and additions to Annex C of ITU-T Ree.VT.87 | 19

bral aspects of the compressed data format specification

new frame marker, SOFs; (X' FFF9") assigned from the JPEG,, set, is used. The syntax of the new
dentical to the start of frame marker specified in ITU-T\Rec. T.87 | ISO/IEC 14495-1:2000 (SO|
PEG-L S preset parameter s specification.syntax

06', X'09" and X’0A’, and ID= X'0X~or ID= X’0C' followed by an LSE marker segment with
[fied in this marker segment for agiven table ID appear more than once, each specification sh

called “JPEG-LS preset parameters’.

LSE LI ID

Figure G.1 - JPEG-L S preset parameters marker segment syntax.

".87 | ISO/IEC
O/ EC 14495-

bmmendation |
| International
frame marker
Fos, X FFFT).
X'FFF8'), but

br the cases the
D= X'06". If
Al replace the

ecification. Figure G.1 specifiesthe marker segment following an L SE marker which defines parameters specified
in ITU-T Rec. T.87 | ISO/IEC 14495-1:2000 and specified only in this Recommendation | International Sta

hdard, and are

and parameters, shown in Figure G.1 are defined below.

segment.

I
shown in Figure G.1.

JPEG-LS preset parameters marker; marks the beginning of the JPEG-LS preset parameters marker
JPEG-LS preset parameters length; specifies the length of the JPEG-LS preset parameters marker segment

parameter 1D; specifies which JPEG-L S preset parameters follow. The specifications for ID=X'01" to ID=X"04'

are identical to those of ITU-T Rec. T.87 | ISO/IEC 14495-1:2000. Specifications for ID=X'05" to ID=X’0D’

are defined only for JPEG-LS extension.
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G.1.2.1 Coding method specification
Figure G.2 specifies the entorpy coder when I D is equal to X'05’.

LSE LI X'05 ENT

Figure G.2 LSE marker segment for coding method specification.

The new parameters shown in Figure G.2 are defined below. The size and allowed values of each parameter are given in Table
G.1.

ENT: ENT=0 indicates to use the Golomb coding (baseline coding process) specified in ITU-T Rec. T.87 |
ISO/IEC 14495-1:2000. ENT=1 indicates to the baseline coding process with the extended Golomb
coding newl ecified in this Recommendation | International Standard. ENT=2 indicates to use the
arithmetic coding (arithmetic-base coding process) newly specified in this Recemmendation |
International Standard.

Tlable G.1 — L SE marker segment parameter sizes and valuesfor coding mothod specification.
Parameter Size(bits) Values
LI 16 4
ID 8 X'05’
ENT 8 0,12

The default vajue of ENT is 0, which indicates Golomb coding specified in ITU:T'\Rec. T.87 | ISO/IEC 14495-1:2000.

G.1.2.2 NEAR valuere-specification (floating marker)
Figure G.3 spacifies the re-specification of the NEAR parameter when 1D is equal to X' 06'.

LSE LI X'06 NEAR NEARRUN NMCU

FigureG.3 LSE marker segment for NEAR value respecification.

The new parameters shown in Figure G.3 are defined below. The size and alowed values of each parameter are giyen in Table
G.2

NEAR : re-specified NEAR value.
NEARRUN : NEAR valte applied for the run mode.
NM CU : the number of M CU’ s encoded with the previous NEAR value.

Tlable G.2 —LSE marker segment parameter sizesand valuesfor NEAR value re-specification.

Parameter Size(bits) Values
q 16 8
ID 8 X' 06’
NEAR 8 0< NEAR < min(255, {—M AXVAL 1)
NEARRUN 8 0< NEARRUN < min(255,[M1)
NMCU 32 0< NMCU<2*1

An LSE marker segment with 1D=X"06" may be present where tables or miscellaneous marker segments may appear or in a
coded image data segment. An L SE marker segmetn with ID=X"01" or ID=X'0C’ may aso be present in a code image data
segment immediately following an LSE marker with ID= X’06'. The values of the parameters NEAR and NEARRUN
overrides values specified in previous LSE marker segments with ID= X’06 or in the scan header. The values of the
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parameters T1, T2, and T3 (and T4 if the arithmetic-based coding process is used) are reverted to the default values
corresponding to the new value of NEAR. If an LSE marker segment with ID=X"01" or ID=X"0C’ follows the L SE marker
segment with 1D=X’06’, these thresholds may be redefined. RESET and MAXVAL may aso be changed by this segment.
Next, the variables RANGE, LIMIT, gbpp, Al], B[], C[], N[], Nn[], and RUNindex are reset as if a restart marker was
detected. If the extended prediction is used, the number of elements of SPf[0..RANGE], SPm[0..RANGE] are adjusted

correspondi

ng to the new value of RANGE, and SPx, SPt, SPf[], SP[] are also reset.

Note - To apply this extended function to the arithmetic-based coding process, NEARRUN shall be ignored.

G.1.2.3 Visually oriented quantization specification

Figure G.4 specifies the visualy oriented quantization threshold contained in the L SE marker segment when 1D is equal to

X'07.

The new pg
G.3.

T

G.l24 E

Figure G.5
whenID is

Although th
prediction S

LSE LI X' o7 TQ

Figure G.4 LSE marker segment for visually oriented quantization.

rameter shown in Figure G.4 is define below. The size and allowed values of each. parameter are

D : visually oriented quantization threshold.

Table G.3 - L SE marker segment parameter sizes and values for_visually oriented quantizatid
Parameter Size(bits) Valugs
LI 16 4
ID 8 X' 07
TQ 8 0< TQ< 13

tended prediction specification

bqual to X'08'.

LSE LI X'08

FigureG.5 LSE marker segment for extended prediction.

is marker’segment contains no additional parameter, appearance of the marker segment indicates th
hall besapplied. The size and allowed values of each parameter are given in Table G.4. Note that

given in Table

>

specifies whether the extended prediction techniques, i.e., prediction value control and symbol pagking, are used

it the extended
in the baseline

coding progess with the extended prediction, both of the prediction correction specified in D.1 and the
rT D.27and D.6 are used, while in the arithmetic coding process with the extended prediction, only| the prediction

specified i

mbol packing

correction specified specified in A.10 is used.

Table G.4 — L SE marker segment parameter for extended prediction.

Parameter Size(bits) Values
LI 16 3
ID 8 X'08

G.1.25 Specification of the start of fixed length coding (floating marker)

Figure G.6 specifies the start of fixed length coding when 1D isequal to X'09'.
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